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From Material to Cameras: Low-Dimensional Photodetector
Arrays on CMOS

Samaneh Ansari, Simone Bianconi, Chang-Mo Kang, and Hooman Mohseni*

The last two decades have witnessed a dramatic increase in research on
low-dimensional material with exceptional optoelectronic properties. While
low-dimensional materials offer exciting new opportunities for imaging, their
integration in practical applications has been slow. In fact, most existing
reports are based on single-pixel devices that cannot rival the quantity and
quality of information provided by massively parallelized mega-pixel imagers
based on complementary metal-oxide semiconductor (CMOS) readout
electronics. The first goal of this review is to present new opportunities in
producing high-resolution cameras using these new materials. New
photodetection methods and materials in the field are presented, and the
challenges involved in their integration on CMOS chips for making
high-resolution cameras are discussed. Practical approaches are then
presented to address these challenges and methods to integrate
low-dimensional material on CMOS. It is also shown that such integrations
could be used for ultra-low noise and massively parallel testing of new
material and devices. The second goal of this review is to present the colossal
untapped potential of low-dimensional material in enabling the
next-generation of low-cost and high-performance cameras. It is proposed
that low-dimensional materials have the natural ability to create excellent
bio-inspired artificial imaging systems with unique features such as in-pixel
computing, multi-band imaging, and curved retinas.
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1. Introduction

The invention of semiconductor-based
imaging in 1969, recognized by the 2009
Nobel Prize, has revolutionized many as-
pects of our lives. Today, most mobile
phones have at least one CMOS camera,
and there are more mobile phones than
there are people on the planet.[1] Digital
imagers are at the heart of the most ad-
vanced instruments humans have made
to explore the unknowns of the world,
from the smallest particles to the vast
of the Universe. While silicon was the
first semiconductor used in solid-state
imaging, its bandgap prevents imaging
beyond a wavelength of ≈1 μm. The
demand for imaging at longer wave-
lengths promoted integration of differ-
ent semiconductors on silicon and the
first infrared focal plane array based
on indium bump-bonding was demon-
strated as early as 1975.[2] This integra-
tion method has remained the standard
process for heterogeneous integration of
semiconductors on silicon over the past
five decades. However, Indium bump-
bonding is far from ideal and has led
to the high cost and limited resolution

of the non-silicon imagers. While significant investments have
been made to find better integration methods, such as DARPA’s
wafer scale infrared detectors, the inherent properties of bulk and
epitaxially grown semiconductors have limited their success so
far.

Low-dimensional materials, such as nanowires and 2D van der
Waal (vdW) materials, have emerged as a promising platform for
imaging applications across the electromagnetic spectrum, from
X-ray to terahertz (THz) frequencies. These materials possess
unique physical properties, such as natural surface termination
without dangling bonds, low capacitance, and flexibility. These
properties not only offer the possibility of better heterogeneous
integration methods, but also other exciting new opportunities
that could shape the future of digital imaging. Figure 1 shows
the historical progress in three key metrics of imagers, namely
their spatial resolution, spectral diversity, and energy efficiency.
While this figure is not meant to present all important param-
eters, it is evident from this figure that a myriad of commercial
and scientific applications has driven the technology to do exceed-
ingly better in their fundamental performance metrics. In this
review, we explore methods to harness the unique properties of
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Figure 1. Progress in three key parameters of imaging sensors.

low-dimensional material that could drive the field of imaging in
the coming decades. We believe that the most notable impacts
include:

1) Low-cost and high-performance cameras across different EM
bands: vdW and 2D material can be “stamped” on the sili-
con electronics (ROIC) to create low-cost solutions with equal
or better performance than existing cameras in challenging
EM bands such as X-ray, deep UV (DUV), Infrared (IR), and
Tera Hertz (THz). Flexible detectors based on 2D material
have already been demonstrated at X-ray,[3] DUV,[4,5] IR,[6,7]

and THz.[8,9] Such an ability promises Low-cost manufactur-
ing of cameras across a broad range of EM spectrum, due to
elimination of the yield-limiting indium bump-bonding. In
the following sections, we show that their inherent flexibility
allows their bonding to the non-planar surfaces of the exist-
ing or future ROICs made by the conventional CMOS fabs,
without the need for an intermediate material.

2) Minimal need for surface passivation: vdW material have
atomically smooth surfaces with very little dangling bonds[10]

Unlike conventional semiconductors, these intrinsically
nano-scale materials do not need extensive surface passiva-
tion and hence are significantly easier to work with at smaller
dimensions. This property reduces the complexity of manu-
facturing and allows stacking of this material for creation of
advanced and/or multi-functional sensors.

3) New functionalities inspired by nature: one of the unique as-
pects of natural human vision is its extremely high sensitivity,
resolution, efficiency, and field of view. Not only the Rod cells
in the Human eye can detect a single photon,[11] but their sig-
nals are pre-processed by the Ganglion cells, with extremely
high energy efficiency and robustness before sent to the brain.
While massive research activities have recently been dedi-
cated to mimicking such natural sensors using silicon-based
devices,[12] their performance is still far from their biolog-
ical counterparts. We believe that low-dimensional materi-
als present a unique opportunity to closely mimic biological
imaging system, to create a new generation of imaging sys-
tems with unparalleled abilities such as:
a) Ultimate photon sensitivity: it can be shown that the sensi-

tivity of photodetectors, with a large enough internal gain,
depends on their internal capacitance.[13] Therefore, re-
ducing the capacitance of such photodetectors can lead
to more sensitive devices as shown experimentally.[14,15]

The ultimate sensitivity to a single photon emerges as
the device capacitance approaches the quantum capaci-
tance of C0 = q2/kT, where q is the charge of an elec-
tron, k is the Boltzmann constant, and T is the temper-
ature. The value of C0 is quite small at room temperature,
so using top-down nano-fabrication methods for making
room temperature single-photon detectors is quite chal-
lenging. However, low-dimensional materials present an
interesting opportunity in making such devices due to
their naturally small dimensions and unusually low dielec-
tric constants.[16]

b) Multi-band imaging: researchers have made significant
progress in expanding the spectral imaging range beyond
the visible band. One promising avenue of research in-
volves the development of cameras that can detect polar-
ization and more than three colors in the visible band. In-
spired by the vision of mantis shrimp, which has seven-
color sensors and polarization sensitivity, scientists are ex-
ploring manmade versions for better sensing and detec-
tion in a range of scenarios.[17,18] A step further would be
simultaneous imaging in multiple spectral bands, such as
visible, infrared, and THz. Such cameras could provide
an unprecedented level of information in a compact and
efficient format. Low-dimensional materials are uniquely
suitable for creating multi-band cameras, since they are
capable of detecting an extremely wide range of EM radia-
tion, from X-rays and DUV to IR and THz. By combining
multiple low-dimensional materials, it may be possible to
create cameras that can sense multiple wavelengths bands
simultaneously. Such cameras would have important ap-
plications in fields such as medical imaging, remote sens-
ing, defense, and astronomy.

c) Passive depth extraction: The retina of jumping spiders
(Salticidae) is made of stacked translucent retinae to allow
the spider to accurately create a 3D depth image.[19] The
thin nature and stacking ability of 2D material provides
a unique opportunity for making cameras with 3D depth
perception. Recently, semi-transparent 2D photodetectors
were used for depth perception and integral imaging.[20]

Unlike the commonly used active ranging, which requires
emission of EM waves, such passive depth imaging meth-
ods can be extremely efficient, compact, and without any
interference.

d) Curved image sensors: Advanced eyes in the animal
kingdom have curved retinae. Not surprisingly, it can
be shown that curved focal plane arrays have a signifi-
cant advantage compared with the flat ones,[21] as they
can reduce the size, complexity, and cost of the optics.
This is especially important in the bands where conven-
tional lenses do not work, such as X-ray and DUV. Fortu-
nately, a new method has been developed that allows any
commercial silicon CMOS image sensors to be thinned
and formed into accurate, highly curved optical surfaces
with undiminished functionality.[22] Unfortunately, this
method is not compatible with indium bump-bonding
and hence not useful in making cameras sensitive to
infrared or other bands that need non-silicon material.
While it has not been demonstrated yet, we propose that
2D material could be used with curved ROICs to create
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high-performance and compact cameras at challenging
EM bands.

e) In-sensor computing: we know that the human eye not
only includes photosensitive cone and rod cells, but also
performs massive early computation with another set
of cells called Ganglion cells. Their function is to sig-
nificantly reduce the volume of data without degrading
the spatial and temporal resolution of events. This feat
is primarily performed through the suppression of un-
wanted spikes, as originally demonstrated by Torstein
Wiesel,[23,24] the 1981 winner of the Nobel prize in
medicine. Interestingly, a growing number of reports
show that low-dimensional materials have excellent prop-
erties for low-energy neuromorphic computing. Imple-
mentation of in-sensor computing (a.k.a. “in-pixel com-
puting”) could enable imaging with extremely large reso-
lution but low power consumption—with massive impact
on many fields, including medicine, high-energy particle
physics, and astronomy.

Despite such great potentials, it is instrumental to point out
that low-dimensional materials suffer from three major short-
comings, namely:

1) Chemical stability: degradation due to oxidation and similar
ambient elements is currently a major issue. One can an-
ticipate that similarly to organic LED (OLED), robust trans-
parent sealing methods will be developed once the com-
mercial demand for the technology grows beyond a certain
threshold.

2) Large-area synthesis and transfer: one major breakthrough in
2D material was the discovery of processes for large-area syn-
thesis and transfer of graphene. While a wide range of attrac-
tive 2D material exists, not all can be produced with good qual-
ity on a large area, and in a way that could be transferred to a
receiver substrate.

3) Limited optical absorption: The small volume of low-
dimensional material leads to a generally small optical ab-
sorption, despite their unusually large optical dipole tran-
sitions and joint density of states.[25] While many research
groups have demonstrated significant increase in absorp-
tion by using optical cavities near a particular wavelength,
broadband and near-unity optical absorption have remained
elusive.

With these limitations in mind, we review the best existing
materials and methods in creating high-resolution and high-
performance imaging chips using low-dimensional materials.

2. Imaging with Low-Dimensional Material

For the successful implementation of different photo-sensitive
low-dimensional materials into functional imagers, these mate-
rials must satisfy several requirements critical for imaging perfor-
mance, ranging from the optical and electronic properties neces-
sary for effective detection, to the fabrication and reliability con-
siderations.

2.1. Desired Material Properties

2.1.1. Optical

As in previous section, even though light-matter interaction is
often enhanced in atomically thin low-dimensional materials,
the effective optical absorption is intrinsically lower than that
of conventional bulk semiconductors, due to the extremely low
thickness of low-dimensional material causing short interaction
length with light. This effect can hinder imaging and detection
performance metrics, such as quantum efficiency. Some solu-
tions to improve the optical absorption rely on stacking thick
layers of low-dimensional materials while maintaining their di-
mensionality (e.g., solution-dispersed flakes,[26] or dense verti-
cal arraying of nanowires[27]). In addition, photonics solutions
discussed in the later sections could be used for a wide range
of materials. Moreover, we note that the low optical absorption
in low-dimensional photodetectors could be leveraged for ad-
vanced functionality such as 3D light field imaging, as will be
discussed in the following section. Finally, low-dimensional ma-
terials offer unique optical tuning and engineering. One attrac-
tive feature of some low-dimensional materials is their bandgap
tunability depending on their dimensions, such as thickness
for Black Phosphorus or diameter for quantum dots, which en-
ables to design detectors operating across a wide spectral range.
Another similarly interesting adjustable feature is their optical
birefringence[28] due to their reduced dimensionality.

2.1.2. Electrical

Some electrical characteristics of the photo-sensitive material
are also crucial for imager implementation. Typically, good car-
rier lifetime and mobility favor the transport of photogenerated
charges to the electrodes before they can recombine; however,
low-dimensional materials have extremely anisotropic mobili-
ties, with in-plane charge transport much more efficient that
out-of-plane, which can cause pixel crosstalk in imaging arrays
if no electrical isolation is ensured. Finally, the possibility to
dope these materials and stack them to form heterojunctions
is crucial to enable the design of opto-electronic structures that
are optimized for light detection, such as PIN junctions[29] and
phototransistors.[20]

2.1.3. Fabrication Compatibility and Chemical Stability

Large-area uniformity is paramount for the fabrication of use-
ful focal plane arrays, and it represents one of the main
challenges for the implementation of imagers based on low-
dimensional materials. Nonetheless, chemical deposition meth-
ods and solution-based processes yielding good uniformity have
been developed, enabling the demonstration of an imager based
on a deposited film of graphene sensitized by spin-on colloidal
quantum dots,[30] showing good large-area uniformity. An ad-
ditional crucial feature is the compatibility with standard VLSI
semiconductor processing techniques, such as photolithography
and etching, as discussed in more detail in the following sections.
Finally, passivation can also play a significant role in stabilizing
and protecting the photo-sensitive materials (see Table 1).
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Table 1. Notable low-dimensional materials used for photon detection, and their material properties and performance parameters most relevant to
imaging applications.

Material Dimension Deposition/
transfer

Patterning Passivation # of pixels Advanced functionality Bandgap [eV] Ref.

SW CNT 1D Solution,
dry-transfer

Photolithography 1 0.08–2.0 [133]

ZnO nanowires 1D Low-T epitaxial
growth

Selective growth 1 3.26–3.35 [134]

Zn2SnO4

nanowires
1D Growth 1 3.26–3.64 [135]

Ge nanowires 1D Growth 1 0.8–1.1 [136]

Graphene 2D Solution, CVD EBL, dry etching
(Oxygen plasma)

Al2O3 1 THz, flexible 0 [9]

MoS2 2D Solution, CVD Aerosol-jet printing,
FIB

8×8 Neuromorphic 1.2–1.9 [57,61–62,137]

WSe2 2D Solution, CVD 1 1.2–1.65 [138]

WS2 2D Solution, CVD 1 1.35–2.0 [139]

Ga2O3 2D Dry-transfer EBL h-BN 1 flexible 4.7–4.9 [4]

GaSe 2D MBE, Dry-transfer EBL 16×1 multi-spectral 1.53–2.71 [140,33]

ReS2 2D Solution, CVD 1 1.35–1.43 [141]

MoTe2 2D Solution, CVD 1 0.9–1.1 [142]

Black Phosphorus 2D Solution,
Dry-transfer

h-BN 1 multi-spectral,
polarizing filter

0.3–2.3 [35–36,38–39]

Te 1D/2D CVD 1 polarization sensitive 0.33–0.35 [32,31]

Sn-Pb perovskite 2D Solution PEIA, C60, BCP 1 1.17–1.55 [143]

CsPbSrBr
perovskite

0D Solution 1 Gamma ray scintillation 2.29–2.64 [144]

PbS CQD +
Graphene

OD + 2D Wet transfer +
Colloidal
solution

Photolithography Oleate capping 388×288 broadband 0.56–1.77 [30]

2.2. Unique Capabilities of Low-Dimensional Material for
Imaging Beyond CMOS

As mentioned in the previous sections, low-dimensional materi-
als possess a unique set of material properties that makes them
promising candidates for advancing imaging performance be-
yond the current state of the art, based on bulk crystalline ma-
terials. Table 2 summarizes the main capabilities that can be en-
abled by leveraging low-dimensional materials for imaging and
outlines a few applications that can benefit from them. In the
following subsections we discuss in detail some of these appli-
cations, together with the critical requirements for their imple-
mentation using low-dimensional materials.

2.2.1. Multi-Spectral Imaging

Thanks to their fabrication flexibility and direct deposition meth-
ods, many low-dimensional materials can be combined in a man-
ner that is impossible for conventional crystalline detector ma-
terials, which must be lattice-matched in order to avoid exces-
sive defect densities. As a result, low-dimensional materials are
uniquely suited for combining several layers of different ab-
sorbers within a single device to achieve multi-spectral detection
and imaging. In addition, since low-dimensional materials have

Table 2. Unique material capabilities of low-dimensional materials and re-
lated applications that can potentially benefit from them.

Unique material capability Applications

Low-dimensionality and low capacitance High-sensitivity imaging

Fabrication flexibility and transferring Scalable and low-cost non-visible
imagers;
Curved imagers

Stackable materials of different bandgaps Multi-spectral imaging;
Broad spectral coverage

Conversion of radiation to visible light CMOS-based imaging

Neuromorphic electronic properties In-pixel computation

Intrinsic polarization-sensitivity of
materials

Polarimetric imaging

Semi-transparent detectors Depth extraction and light field
imaging

been demonstrated to cover the bands from X-ray[31] to THz[32]

(see Figure 2), this represents an opportunity to outperform con-
ventional multi-spectral imagers both in terms of optical band-
width, as well as number of distinct spectral bands. A significant
number of dual-band visible/short-infrared photodetectors[33,31]

and focal plane array[34] based on low-dimensional materials have
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Figure 2. Comparison of the bandgap values of the most common 2D semiconductor material families, as well as a schematic of their crystal structures.
Bandgap can be typically tuned by changing the number of layers, straining or alloyed, as displayed in the figure. Reproduced with permission.[37]

Copyright 2016, Springer Nature.

been reported. In particular, bias-switchable dual-band detectors
such as those shown in Figure 3[35] are especially attractive for
their ability to achieve multi-spectral imaging without the need
for additional components such as spectral filters; however, their
integration into focal plane arrays based on conventional readout
circuitry will require specialized architectures capable of switch-
ing the detector bias during imaging, such as a global transparent
contact covering all pixels.[36]

Furthermore, low-dimensional materials have also enabled
some exotic detection techniques, based on unique properties of
low-dimensional materials, such as plasma-wave THz detectors
in Graphene.[35] Some of these novel detection techniques also
enable energy-sensitive detection, such as in photo-ring oscilla-
tors based on low-dimensional materials.[38]

2.2.2. Conversion to Visible Light

A device concept that has been gaining momentum over recent
years is based on converting light of various wavelengths to
visible light, which leverages the mature and widely available
CMOS imager technology to achieve megapixel imaging. Such
photon conversion can be achieved by taking advantage of
several different processes:

Scintillation: when the incoming photons possess higher
energy than visible ones, scintillation may be used for the

Figure 3. Bias-switchable multi-spectral detectors based on low-
dimensional materials such as a) MoS2, MoTe2 black phosphorus (BP),
and b) black arsenic phosphorus (b-AsP). Adapted with permission.[35]

Copyright 2022, American Chemical Society.
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Figure 4. Schematic of a solution-processed metal Halide Perovskite scintillator for X-ray detection using visible CMOS cameras, and the linearity plot
of luminescence intensity versus dose rate. Repoduced with permission.[42] Copyright 2020 American Chemical Society.

“down-conversion” of photon frequency. In this process, one
high-energy photon is absorbed and then re-emitted in the
form of one or more lower energy photons. This method is
routinely used for the detection of X-ray and UV photons. In
recent years, solution-processed and crystalline perovskite have
been reported as excellent materials for scintillators, thanks
especially to the ability to load perovskite with molecules and
atoms with exceptional photo-sensitive properties.[39,40,41] In
particular, scintillators based on solution-processed metal halide
perovskites, such as those shown in Figure 4, have attracted
growing interest thanks to their unmatched absorption and
photoluminescence characteristics, together with their ease of
fabrication and integration.[42] Notably, metal halide perovskite
semiconductors have also demonstrated direct detection of high-
energy photons, growing to rival the performance of traditional
scintillator counterparts.[43]

Parametric up-conversion: when the incident photons possess
lower energy than the visible photons, their “up-conversion” can
be achieved by means of parametric conversion in non-linear
optical materials, where the additional energy required is pro-
vided by a pump beam of light. In recent years, novel low-
dimensional materials have been reported with effective third-
order non-linearities significantly higher than that of silica fibers
traditionally used for up-conversion.[44] Nonetheless, the interac-
tion length required for efficient parametric up-conversion still
limits this application to waveguide-based architecture, therefore
preventing its implementation on surface-normal imager archi-
tectures.

Non-degenerate two-photon absorption: Two-photon absorption
is a well-understood process, where two photons with an energy
of half of the bandgap of a semiconductor can be absorbed simul-
taneously to create electron-hole pairs. However, conventional
two-photon absorption is extremely inefficient and requires very
large photon densities. In contrast, if one of the photons (i.e.,
pump photon) has an energy close to the bandgap the process
can be significantly more efficient. This so-called non-degenerate
two-photon absorption has been successfully used to detect pho-
tons with energies well below the semiconductor bandgap.[45]

Note that unlike parametric down-conversion, phase matching
is not required in this approach and hence in-pixel conversion is
possible, as recently demonstrated in silicon CMOS imagers.[46]

One major issue in this approach is the background noise pro-
duced from the conventional two-photon absorption of the pump
photons. We speculate that the inherent polarization sensitivity
of anisotropic low-dimensional materials[47] could be used to ad-
dress this limitation and achieve a much lower noise and higher
sensitivity.

Electronic up-conversion: perhaps the most promising method
for up-conversion-based imaging, is by using electronic amplifi-
cation in monolithically integrated absorber/emitter structures.
In this approach, the incoming photons are absorbed and trans-
formed into electron–hole pairs in a material optically tailored
for absorption at the desired wavelength; these photogenerated
carriers are then transported to an adjacent layer of the device
structure, where they radiatively recombine to emit light at
visible wavelength (see the schematic in Figure 5, ref. [48]).
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Figure 5. a) An example of integrated up-conversion structure comprised
of an organic SWIR detector and a Perovskite LED emitting in the visible
range (516 nm); b) corresponding band alignment and conversion effi-
ciency; c) current density and luminance characteristics. Reproduced with
permission under the terms of the Creative Commons CC BY license.[48]

Copyright 2020, the Authors. Published by Wiley-VCH.

Notably, internal current amplification in the structure, such
as that generated by using phototransistor detectors, enables
improving the conversion efficiency.[49] The most promising re-
ports on this kind of up-conversion devices are based on organic
solution-processed materials such as OLED.[48,50] By integrating
OLED with organic photodetectors (OPD), an up-conversion
efficiency from near infrared light to visible of near 30% has
been demonstrated,[51] while combining OLED with a phototran-
sistor structure with internal gain has enabled an up-conversion
efficiency of 1000%.[52] Electronic up-conversion-based CMOS
infrared imaging can be implemented by scaling these architec-
tures to the pixel level, provided that these device structures can
be fabricated over large areas with good uniformity. In addition,
particular care must be dedicated to limiting pixel cross talk,
which might originate from both the parasitic lateral transport of
photogenerated carriers and from the isotropic emission of the

visible photons. One of the main advantages of up-conversion de-
vices based on solution-processed and low-dimensional materials
is that they can be readily deposited onto commercial CMOS im-
agers, eliminating the cost and complexity associated with crys-
talline growth of epitaxial structures to achieve up-conversion,
and enabling low-cost and large-scale implementations.

2.2.3. In-Pixel Computation

Reducing the amount of data transmitted to the brain is a distinc-
tive feature of biological vision, which enables its unparalleled
energy and data efficiency.[53–56] Low-dimensional materials of-
fer a unique platform for artificial synapses and neuromorphic
computing, since novel electronic devices such as memtransis-
tors [57,58] have been shown to replicate biological computation
and learning in an energy-efficient manner.[59,60] These materi-
als can be seamlessly integrated with low-dimensional photode-
tectors at the pixel level, mimicking biological vision to enable
enhanced resolution at a reduced data transmission rate. Such
architectures have been reported (see Figure 6) using for exam-
ple MoS2 memtransistors for in-pixel early computation routines
to achieve movement detection[61] and pattern recognition,[62]

two distinct features of biological vision systems. Scaling these
and other architectures based on low-dimensional materials and
devices capable of in-pixel biological computation towards the
megapixel count will require a full integration with conventional
CMOS camera readouts to handle the amount of data and ensure
information fidelity.

2.3. Polarization Sensitivity

Polarization-sensitive light detection (polarimetry), and espe-
cially passive imaging polarimetry enables to probe unique
physical phenomena and objects which would be otherwise in-
distinguishable in conventional imaging techniques.[63–66] Low-
dimensional materials enable unique polarization sensitivity
thanks to their inherently anisotropic molecular structure or
geometry, which results in asymmetric interaction with differ-
ent polarization states of light. By taking advantage of their
anisotropic properties, low-dimensional materials have been
used to demonstrate both polarization-sensitive photodetectors
as well as polarizing filters[47,67] as shown in Figure 7. Crucially,
using some 2D materials for polarization filtering relies on ac-
curate alignment of the polarization axis with the crystal orien-
tation, and flakes including grain boundaries can result in inho-
mogeneous filtering. Conversely, low-dimensional materials that
rely on their geometry for anisotropic light-matter interaction,
such as nanowires can allow for fine lithographic control of the
polarization filtering.

2.3.1. Ranging and Light Field Imaging

The intrinsically low optical absorption in atomically thin
low-dimensional materials enables almost-transparent photode-
tectors which absorb only a small portion of the incident light.
This in turn allows for full 3D light field imaging, where several

Small Methods 2023, 2300595 © 2023 The Authors. Small Methods published by Wiley-VCH GmbH2300595 (7 of 23)
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Figure 6. In-pixel computation using MoS2 memtransistor array. a–h) Insect-inspired collision detection through in-sensor MoS2 memtransistors.
Schematic of a) collision-avoidance principle in insects and of b) the respective neural computation response. c) Time-resolved inhibitory, d) excitatory,
and e) resulting escape e) responses tailored to the speed of an approaching object. f) Micrographs of a single memtransistor devices based on MoS2.
g) Micrograph and h) circuit schematic of the pixel-level neuromorphic computation module. Adapted with permission.[61] Copyright 2023, American
Chemical Society. i–p) Imaging pattern recognition based on in-pixel MoS2 memtransistor array. Micrographs of the i) imaging array, j) pixel module,
and k) single memtransistor device. l–p) Shows the pattern recognition (p) of an original pattern information (l), encoded in gaussian noise (n,o).
Reproduced with permission under the terms of the Creative Commons CC BY license.[62] Copyright 2022, the Authors. Published by Springer Nature.
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Figure 7. a,b) Black Phosphorus polarizing filter relying on the lattice orientation of the individual flakes for polarization selection. Adapted with
permission.[68] Copyright 2017, American Chemical Society. Schematic of c) a polarization sensitive 2D photodetector based on monolayer Te, and
d) relative photoresponse versus polarization angle. Reproduced with permission under the terms of the Creative Commons CC BY license.[31] Copy-
right 2020, the Authors. Published by Springer Nature. Schematic of e) a polarization sensitive 1D photodetector based on nanowires lithographically
aligned to the polarization axis, and f) relative photoresponse versus polarization angle. Adapted with permission.[69] Copyright 2016, American Chem-
ical Society.
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Figure 8. Concept of light field imaging using semi-transparent graphene photodetectors. a) Semi-transparent detector arrays can be placed along
subsequent imaging planes without excessive light absorption hindering the image SNR. b) 3D object mapping can be achieved by leveraging the
information obtained from multiple semi-transparent detector arrays along different imaging planes. Reproduced with permission.[20] Copyright 2020,
Springer Nature.

Figure 9. Fabrication process of a) conventional, and (b) CQDs-based infrared imagers. Adapted with permission.[70] Copyright 2023, American Chemical
Society. c) A concept image of a 2D material-based infrared imager. Reproduced with permission.[30] Copyright 2017, Springer Nature.

detector arrays are placed at different focal planes of the imaging
optics, to reconstruct the scene in 3D. Light field imaging has
been demonstrated using stacked semi-transparent single-pixel
graphene photodetectors.[20] Despite this bio-inspired single-
pixel proof-of-concept demonstration, the full potential of this
technique will require stacked full-frame focal plane arrays, as
shown in Figure 8. This implementation remains quite elusive,
and it will likely involve accessing the arrays of transparent
detectors with semi-transparent read-out circuitry, or other
alternative implementation to make each of the stacked imagers
semi-transparent.

3. Integration of Low-Dimensional Material and
Related Optics on CMOS Chips

The dominant infrared image sensors employ binary and ternary
bulk semiconductors like InGaAs, InSb, and HgCdTe, which re-
quire expensive epitaxial growth processes to lattice-match with
their growth substrates. In addition, to electrically interconnect
the photodetectors made of these materials with the ROICs,

the complicated indium bump formation and flip-bonding
processes are imposed.[70] Even worse, this flip-chip bonding
process is done at a single die scale, not wafer-level, because the
detector substrate should be diced smaller than the ROIC chip
to enable the wire bonding process. All these process steps lead
to high cost and low production yield. Currently, these mature
technologies have already been established and there is little
room for any further cost savings. Recently, colloidal quantum
dots (CQD) and 2D material have offered an attractive alternative
to the existing infrared-sensitive materials by reducing the
material growth cost and easing the integration process with the
readout circuit (see Figure 9).

3.1. Integration of 0D Colloidal Quantum Dots

In early studies of CQD-based devices, solar cells and light–
emitting diodes near the visible spectrum were the main focus.
Recently, research on CQDs has extended towards longer
wavelengths. As materials suitable for detecting infrared light,
increasing attention has been focused on PbS and HgTe. The
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bandgap of PbS CQDs can be tuned by changing their size, cov-
ering visible and short-wavelength infrared spectral bands. On
the other hand, the bandgap of HgTe CQD, can be tuned to cover
longer wavelengths due to the gap-less nature of bulk HgTe.
Following early developments on single pixel configurations,
recent efforts have been dedicated to integrating CQDs on image
sensors. As a result, several companies have commercialized
QD-based cameras in recent years. CQDs integration methods
are very powerful, enabling electrical connection to ROICs with
complex surface geometries through a simple spin-coating or
casting method. A production cost analysis showed that CQDs
can be produced for $10–$60 per gram[71] which is a small frac-
tion of the manufacturing cost of the existing IR image sensor.
Despite their significant maturity, imagers based on CQD suffer
from limited carrier mobility and lifetime in CQD films.[72] These
limitations are expected to be less significant in 2D material.

3.2. Integration of 2D Material

Since its discovery in 2004, Graphene has become one of the most
studied materials, and as a result, it was awarded as one of the
topics of the 2010 Nobel Prize.[73] Thanks to graphene’s many
attractive properties such as high transparency, tensile strength,
and mobility, significant efforts have been made to its integra-
tion into various applications.[74] However, its application in field-
effect transistors and photodetectors is prevented by its semi-
metal gap-less nature.[75,76] For these reasons, many researchers
started looking for various 2D materials with non-zero energy
band gaps, such as transition metal dichalcogenide (TMDs), BP,
and hBN. To utilize 2D materials for making image sensors, it
is necessary to interface these materials with a CMOS chip that
includes the driving and reading electronic circuits (i.e., ROIC).

In the initial phase of 2D material research, mechanical exfoli-
ation from a bulk crystal using adhesive tapes. While simple, the
domain size and thickness of the 2D materials obtained by me-
chanical exfoliation were random and unpredictable. In addition,
the flake area is typically small and the method not easily scalable.
Such properties have limited the practical application of this ap-
proach. An alternative method is the direct growth of 2D mate-
rial. Growing 2D material on ROICs would be a highly preferred
method in terms of scalability. Also, this method could potentially
be free from defects and contamination caused by a transfer pro-
cess and does not require additional cleaning steps. However, it is
significantly challenging to deposit 2D materials with high qual-
ity directly on CMOS chips due to the non-catalytic property of
the target substrates.[77] Some groups have showed the possibil-
ity of direct growth of 2D materials with high-quality by using a
metal catalyst as vapor or coating type.[78,79] Moreover, research
on directly growing high quality graphene on a dielectric sub-
strate without using a metal catalyst has also been reported.[80]

As mentioned earlier, it may be possible to directly grow high-
quality 2D materials on CMOS substrates, but the critical issue is
that most 2D materials grow at high temperatures ranging up to
900°C, which inevitability damages the CMOS chip.[81] Recently,
research on growing 2D materials at low temperatures has also
been reported,[82,83] but low-temperature growth does not yet pro-
duce high quality material.

Due to these issues, we believe that the most promising meth-
ods for the integration of 2D material on ROIC are based on ei-

ther transfer or spin-coating. In the following sections, we will
review these methods and discuss process compatibility for the
realization of high-resolution imagers based on 2D materials. We
will also discuss the most important challenges in the integration
of 2D material with the existing ROIC chips, and propose solu-
tions.

3.2.1. Transfer of CVD Grown 2D Materials

Using CVD and various transfer methods, considerable advance-
ments have been made in producing high-quality large-area 2D
material for practical application. The transfer methods of TMDs
have generally originated from graphene transfer methods. Un-
like graphene, however, the substrate for CVD growth of TMDs
is not limited to transition metals (e.g., Cu and Ni) and could in-
clude various substrates such as Si/SiO2, sapphire, and mica.[84]

Currently, Si/SiO2 substrates are the most commonly used due to
their cost effectiveness and possibility of integration with large-
scale integrated circuits. To transfer CVD-grown TMDs to a tar-
get substrate, it is necessary to separate the TMD film from the
growth substrate as the first step. There are various methods for
separating and transferring TMDs depending on the type of sub-
strates and supporting layers. Here, we focus on two major sepa-
ration methods classified into wet and dry lift-off (see Figure 10).
However, the TMD transfer method could be more diverse de-
pending on the supporting layer.[85]

Wet lift-off: When a metal substrate is used for the TMD’s
growth, the TMDs are released by wet etching of the metal.
This method is costly since the expensive metal substrate is con-
sumed, rendering it impractical for industrial applications.[85] On
the other hand, when Si/SiO2 substrate is used, TMDs can be sep-
arated using an etchant, such as NaOH or KOH, for the removal
of the SiO2 layer.[89] Although the silicon substrate is not com-
pletely dissolved, the strong etchant can damage the substrate
surface, making it difficult to reuse the substrate. Recently, in
an effort not to use wet chemicals, water-soluble sacrificial lay-
ers such as NaCl and NaSx, were inserted between the Si/SiO2
substrate and the TMD layers. The TMDs separation is then per-
formed with DI water.[90] Another lift-off method based on water
utilizes the hydrophilic properties of the substrate for growth and
the hydrophobic properties of the PDMS support substrate.[87]

In this approach, PDMS is deposited on TMD on Si/SiO2 sub-
strates and then the wafer is exposed to water that penetrates only
through the hydrophilic Si/SiO2 interface, enabling the peeling
of the hydrophobic TMD from the Si/SiO2 substrate.

Dry lift-off: Using PDMS stamps, instead of water or chem-
ical solution, methods from Si/SiO2 substrate have been
developed.[88] These methods are based on the difference in sur-
face bond energy between PDMS and Si/SiO2 substrate. The
2D material is separated from the growth substrate and trans-
ferred to the target substrate. However, since the surface energy
of PDMS (19–21 mJ m−2) is lower than that of Si/SiO2 substrate
(57 mJ m−2), it is difficult to detach the 2D material from the
substrate using PDMS. Therefore, a process to modify the sur-
face energy of PDMS is required. The surface energy of PDMS
can be modified higher than that of Si/SiO2 substrate by vapor-
izing hydrophilic dimethyl sulfoxide (DMSO) on PDMS. As a re-
sult, when PDMS is attached to the TMDs on Si/SiO2 and then
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Figure 10. Concept Images showing different lift-off and transfer methods. a) Wet lift-off/wet transfer. Reproduced with permission under the terms
of the Creative Commons CC BY license.[86] Copyright 2020, the Authors. Published by Taylor and Francis. b) Wet lift-off/dry transfer. Adapted with
permission.[87] Copyright 2009, Royal Society of Chemistry. c) Dry lift-off/dry transfer of TMDs. Reproduced with permission.[88] Copyright 2017, Elsevier.

Table 3. Transfer method classification based on the support layer.

Support layer Material Transfer Classification Reference

Polymer PMMA Wet (Solvent) [60]

Polymer PDMS Dry (Surface energy) [87–88,91–92]

Polymer PPC Dry (Surface energy) [65]

Polymer PS Dry (Baking dissolution)
Wet (Solvent)

[93,94]

Polymer CA Wet (Solvent) [91]

Polymer PC Wet (Solvent) [95]

Metal Cu Wet (Acid) [96]

peeled off, the TMDs are transferred from the growth substrate
to the PDMS. It is then necessary to reverse this effect and reduce
the surface energy for the 2D material to separate them from the
PDMS: when the PDMS/MoS2 is brought into contact with the
target substrate that is heated to 70 °C, the standard adhesion
force of PDMS is restored and MoS2 is released from PDMS to
the target substrate.

Wet transfer and dry transfer: Similar to the classification of de-
tachment method, the transfer method can also be divided into
wet transfer and dry transfer categories (see Figure 10). This clas-
sification is mainly determined by the material of the support-
ing layer. For example, since PMMA is easily removed by sol-
vents such as acetone, the related transfer methods are mainly
wet transfer. On the other hand, PDMS material is classified as a
dry transfer method because it is used to transfer 2D materials by
stamping. Table 3 classifies wet/dry transfer methods according

to various supporting layer materials. For some methods, how-
ever, a combination of dry method and wet method may be used.
This is because the transfer process requires not only the process
of transferring the 2D material to the target substrate along with
the supporting but also the process of removing the supporting
layer at the end.

3.2.2. Spin-Coating of 2D Material

In terms of scalability, the CVD method adopted in other 2D
materials should be very attractive. However, unlike other 2D
materials, CVD growth for some low-dimensional materials,
such as BP, are still lacking mainly due to their chemically active
surfaces and the absence of suitable growth substrates.[97] For
these materials, liquid-phase exfoliation is considered one of
the most promising alternatives. Indeed, this approach is quite
compatible with the integration of low-dimensional material
to ROIC, and the process is quite scalable. Let us review this
approach for BP. First, a chunk of black phosphorous crystal
is immersed in solvents such as NMP,[98] CHP,[99] DMF, and
DMSO.[100] Then sonication is used to break down the interlayer
vdWs. While details of the process could be slightly different,
depending on the material and the solvents used, it involves
repeated removal of larger solid parts using centrifuge sepa-
ration methods. The final purified solution is spin-coated or
drop-casted on the target substrate. Interestingly, the liquid
phase exfoliated BP nanoflakes show competitive properties
compared to mechanically exfoliated flakes.[100] In addition,
material degradation in this approach seems to occur less than
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mechanical exfoliation potentially due to the protective effect of
the solvent shell against nanosheets’ reaction with oxygen and
water.[99] The low-temperature nature of this approach, the com-
patibility of the solvents to ROIC material, and the scalability of
spin-coating to wafer-scale production are significant advantages
of this approach. However, this method negates some of the most
important aspects of low-dimensional material since the end
material is a random ensemble of particles. Overall, we believe
this method has a lot of merits and could be readily adopted for
the realization of high-resolution imaging chips in challenging
spectral bands, such as mid-wave infrared, deep UV, THz, and
X-ray.

3.2.3. Challenges in Integration on the Existing ROIC Chips

To produce uniform images, the electrical and optical properties
of the integrated 2D material should be very uniform across the
entire wafer area—generally within a few percent. To do so, not
only the techniques that produce and integrate the 2D material
must be uniform, but also the surface condition of the ROIC
wafer should be considered. Since the existing ROICs are de-
signed for the flip-chip bonding process, as discussed in the In-
troduction, they include tiny indents where the indium bumps
are to be formed. This feature improves the alignment of the in-
dium bumps on the bond electrodes during a “reflow” step. How-
ever, these indents are not suitable for transferring 2D materials
on ROICs as they reduce the probability and quality of van der
Waals bonds between the 2D material and the ROIC electrodes.

The next major challenge also originated from the special
design of the current ROICs. A CMOS wafer consists of a
large number of ROIC chips, each surrounded by an array of
wire-bonding pads. While integrating the 2D material, the wire-
bonded pads must be protected from the 2D material deposition.
While conventional photolithography, etching processes, or tap-
ing could be used to achieve this, we have observed that perform-
ing these additional steps after transferring 2D material could
lead to the degradation of yield and performance of the trans-
ferred 2D material. These issues are even more significant for
integration at a chip level (i.e., on diced ROIC chips) due to the
proximity of the wire-bonding pads to the edges of the chip and
the resulting photoresist edge beads formation.

While many processing tricks could be used to achieve work-
ing imagers, our recommendation is to redesign ROIC chips
with the following minimal changes for integration with low-
dimensional materials:

1) The surface of the imaging array must be flat, with pixel elec-
trodes slightly protruding from a matrix of dielectrics (e.g.,
tungsten plugs surrounded by the top oxide or nitride layers).

2) Top wire-bonding pads must be recessed by a few microns
from the top surface and the top metal must be gold and not
the typical aluminum.

3) Backside bond pads are ideal replacements for wire-bonding
pads. While these cannot be easily used in conventional ROIC
due to the indium bump-bonding, 2D material integration
does not need bump-bonding and can significantly benefit
from backside bond pads.

Figure 11. The concepts of a) far-field concentrators and b) near-field con-
centrators.

3.3. Integrated of Far-Field and Near-Field Light Concentrators

Most 2D materials have limited light absorption due to their
small thickness. One monolayer of graphene only absorbs ≈2.3%
of normally incident light even though it has remarkably high ab-
sorption for an atomically thin layer.[101] Recent studies suggest
that other 2D materials have a similar level of absorption.[102] As
we pointed out earlier, a small optical absorption probability leads
to a small quantum efficiency of light detection. While the total
optical absorption of low-dimensional material can be increased
by stacking or aggregating them, these approaches negate many
of the benefits resulted from their extremely small size in one or
more dimensions. In contrast, solutions that concentrate electro-
magnetic waves onto the low-dimensional material can increase
their quantum efficiency while maintaining other benefits, such
as enhanced sensitivity due to their low capacitance. In the follow-
ing, we review these solutions categorized as far-field and near-
field concentrators (see Figure 11).

3.3.1. Far-Field Concentrators

Advanced CMOS image sensors with small pixel sizes face a
similar issue since the photosensitive area of a pixel consti-
tutes a fraction of the total pixel area, which is called the pixel
fill-factor. These image sensors utilize a microlens array to in-
crease their fill-factor. Each microlens in the array focuses the
light incident on a pixel to the photosensitive area as shown in
Figure 11a. However, this method cannot be used for imagers
operating outside the silicon absorption range due to its incom-
patibility with the bump-bonding fabrication method. Recently,
several groups have demonstrated new approaches in the inte-
gration of microlenses as an “immersion lens array” with such
imaging sensors.[103,104] These methods are compatible with the
realization of low-dimensional image sensors when the deposi-
tion of suitable dielectric layers on the low-dimensional material
is possible.

These approaches employ back-illuminated structures, where
photons travel across a dielectric layer. Therefore, they have a
moderate numerical aperture due to the relatively long focal
lengths ranging from several tens to hundreds of microns. Mean-
while, most imagers based on low-dimensional material cannot
include a very thick dielectric deposition, so it is difficult to de-
sign far-field optics with a reasonable numerical aperture. Even
if microlenses can be combined with low-dimensional material,
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Figure 12. A summary of different methods to enhance light-matter inter-
action in low-dimensional material: a) Surface plasmon polaritons device
structures using metallic nanostructures, b) waveguide, c) 1D photonics,
d) 2D photonic crystal structure, and e) broadband and low-loss metallo-
dielectric hybrid structures.

two issues remain challenging: the focused beam may not be
fully absorbed by an ultra-thin 2D material, and the alignment
of the focal point and a small absorber is challenging due to the
large vertical distance between the two. That is, the traditional
lens method of converging light into a single point on a plane
seems to be insufficient for low-dimensional material.

3.3.2. Near-Field Concentrators

An alternative method is to couple a normal-incident light to a
surface mode near the 2D material plane. A summary of different
near-field concentrators is shown in Figure 12.

One of the most powerful methods is to integrate metallic
nanostructure with 2D material for creating surface plasmon po-
laritons (SSP), which is a collectively coherent electron oscillation
as the formation of dipoles in the metal due to electromagnetic
waves of incident light.[105] The plasmonic effect is strongly de-
pendent on the material composition, size, shape, and period-
icity, so various structures have been explored.[106,107] The SSP
generates a strongly enhanced optical field in the local region be-
tween a metal and a dielectric, giving rise to strong light-matter
interactions in the specific hot spot locations. However, a draw-
back of plasmonic nanostructures is that they suffer from large
ohmic losses by metal absorption.[108,109] The metal loss is less
significant at longer wavelengths and hence this approach is most
suitable for mid- and long-wavelength infrared bands. In addi-
tion, plasmonic structures require sub-wavelength patterns that
are less stringent at longer wavelengths and can be made with
conventional photolithography. While the nanoscale features re-
quired for SSP at shorter wavelengths were originally deemed a
major challenge for industrial adoption, high throughput nano-
patterning methods such as nano-imprint lithography[110] and

microsphere projection lithography[111,112] are promising solu-
tions.

Another method capable of boosting light-matter interac-
tion in low-dimensional material is based on waveguides.[113,114]

Waveguide structures consist of a core layer with a higher refrac-
tive index and a cladding layer with a lower refractive index. They
can enhance light-matter interaction by coupling the normal-
incident light to the waveguide optical modes. Waveguide struc-
tures using spin-coating of polymer material serving as cladding
layers both on and underneath the stripe-patterned graphene
have been proposed.[115] Similarly, Si or SiN layers have been
used to achieve high-speed low-dimensional photodetectors.[116]

However, waveguide methods have several problems when ap-
plied to an image sensor. First, the mechanisms used for cou-
pling light to the waveguide are usually narrowband. Therefore,
these structures lead to imagers with narrow spectral sensitiv-
ity. Second, most waveguide structures impose a large footprint
that is difficult to implement within the small pixel area of image
sensors.

Combining 2D photodetectors with one- and two-dimensional
photonic crystal presents another approach for increased light
absorption.[117,118] For example, a 1D photonic crystal structure
was designed to have two Bragg mirrors surrounding a graphene
layer by depositing alternating layers of a high-dielectric constant
material and a low-dielectric constant material. In this structure,
incident light is reflected back and forth due to the two Bragg mir-
rors trapping the light and thus enhancing the light absorption.

Similarly, 2D photonic crystal structures have been realized by
forming periodic nano-hole or nano-rod patterns via dry etching
of dielectrics, such as Si or SiO2, forming a periodic refractive
index. Such a structure produces a photonic bandgap that pre-
vents light propagation at a specific wavelength band and effec-
tively traps the light within the intended area.[119,120] While more
efficient in concentrating the light intensity, it has the same is-
sue of a narrow operating wavelength band and a narrow light
incident acceptance angle. As a result, waveguide or microcavity
structures may be suitable for applications with specific operat-
ing wavelengths and angles, such as spectroscopy, but are not
suitable for a broad range of applications that require sensitivity
to broadband electromagnetic waves with wide incidence angles.

An alternative approach that is relatively broadband is based
on hybrid optical antenna that combines metallic and dielectric
structures to achieve a high optical concentration across a broad
spectral band.[121] The broadband dielectric antenna that is based
on the so-called Photonic Jets can be only a few wavelengths
wide. It couples the EM field from free-space to a sub-wavelength
metallic cavity around the photosensitive region of the device.
The combination of the metallic cavity and the absorber produces
a very short photon lifetime, which means a wide spectral absorp-
tion due to the uncertainty principle.

4. Photodetector Characterization Based on ROIC

Testing low-dimensional photodetectors requires special care
since these devices have low signal levels and require low
noise measurements. In fact, lack of proper measurement has
led to a rather widespread inaccurate reported results from
such photodetectors.[122] There are extensive reports and re-
views about the theoretical treatment of noise in solid-state
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Figure 13. Schematic of general components of a measurement setup.

devices and photodetectors,[123,124] the definition of figures of
merit, and the general limitations and proper characterization of
photodetectors[125–129] in the literature. Therefore, we wish to fo-
cus our review on a less explored and quite powerful method of
characterization of such devices using ROIC chips and electron-
ics. We show the unique advantages of this approach to achieve
extremely low measurement noise and other unparalleled prop-
erties.

Generally, a proper measurement setup should be able to pro-
duce sufficient information about the photodetector under tested
to extract key parameters such as detectivity, noise-equivalent
power, and bandwidth. To meet this end, the measurement setup
should have noise levels that are low enough to provide a good
signal to noise ratio (SNR) in data collection and the measure-
ment sampling rate (speed) needs to be high enough that the
collected data accurately reflects the device performance. Accu-
rate noise measurement in low-dimensional devices is one of the
most challenging characterization steps.

Generally, the most important building blocks of a measure-
ment setup are a preamplifier and analog to digital converter.
The schematic of a measurement setup is shown in Figure 13.
Preamplifiers can amplify the device’s voltage, current, or charge.
Charge amplifiers use capacitive feedback to integrate the input
current into an output voltage that is proportional to the charge,
which in turn is proportional to the total number of incident pho-
tons. Therefore, use of charge amplifiers is typically preferred for
imaging arrays since the pixel signal needs to be proportional
to number of incident photon per pixel during an integration
time. Signals collected from the measurement setup are usu-
ally converted to digital data, using analog-to-digital converters,
and stored for further processes or analysis. The most common
method for testing photodetectors is based on probing and wire
bonding. Metallic probes are used to make electrical contacts to
devices and benchtop tools are used to collect data. As we shall
see, however, this approach has significant issues when used for
measuring very low levels of noise. To address some of these is-
sues, a combination of fan-out and wire bonding has also been
used. However, this method is still not sufficient for measuring
devices with very low noise levels.

This section is divided into two main parts. In part one, we
compare the noise level of ROICs and probe stations and estab-
lish that ROICs can provide a significantly higher SNR. In part
two, we discuss the benefits of using cameras as test beds for
parallel evaluation of thousands of devices.

4.1. Limits of Noise Measurement

We evaluate the minimum noise limit of a measurement system
by analyzing its two major components of noise: the internal elec-
tronic noise, and the external interference noise.

Figure 14. The simplified circuit of a charge amplifier connected to a pho-
todetector.

4.1.1. Electronic Noise

For studying the noise in a measurement setup, analyzing the
first stages (charge collection and amplification) is typically suffi-
cient since the total noise is mostly dominated by the first stage,
according to the Friis formula.[130] To evaluate the first stage of
a measurement setup, a photodetector with extremely low dark
current can be modeled as a capacitance Cd. The charge amplifier
is simplified as an integrator circuit with a feedback capacitance
Cf and a reset button that dumps the charge at the end of each
measurement interval. The signal-to-noise ratio expression for
this circuit, shown in Figure 14, can be evaluated as[131]

Qs

Qn
=

Qs

A
√
Δfnenf

(
Cd + Cf

) (1)

where Δfn and A are the noise bandwidth and the gain of the am-
plifier, respectively. As Equation (1) shows, the total capacitance
of the system governs the noise in this system. Any method
used to connect the amplifier to the detector will add parasitic
capacitance to the denominator of the Equation (1), further
decreasing the SNR. The effect of this parasitic capacitance is
significant when the device has a very small capacitance, as is
the case for many low-dimensional devices. Here, we perform
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Figure 15. a) Shows a conductor perpendicular to the ground plane. b)
Shows the bump bonding to ROIC.

an order-of-magnitude comparison of this parasitic capacitance
for the commonly used probing measurement and the proposed
ROIC measurement method.

A probe landed on a device can have multiple parasitic capaci-
tances to different objects in its vicinity. Assuming the best case
scenario (i.e., minimum capacitance), the probe can be seen as a
conductor perpendicular to the ground. The capacitance of this
simplified system can be estimated as[132]

C = 2𝜋𝜖l

ln
(

l
a

)
− 2.303D2

(2)

In this equation, 𝜖 is the permittivity of the dielectric material,
l is the length of the wire, and a is the wire diameter (Figure 15a).
D2 is a parameter dependent on the ratio of the distance between
the conductor and the ground h and the length of the conduc-
tor. Equation (2) suggests that the increase in the probe length
will increase the capacitance. Some estimated values of capaci-
tance for metallic probes are shown in Table 4. To calculate these
estimations, we used the ratio of device heights to typical probe
lengths to find D2. The values for D2 in the table were found by
extrapolating the values given in ref. [132]. The permittivity in this
calculation is the permittivity of vacuum for the sake of simplic-

Table 4. Some estimated capacitance values for probes.

l (mm) a (μm) h/l D2 C (fF)

15 50 2e-4 0.422 176.33

15 5 2e-4 0.422 118.62

5 50 6e-4 0.421 76.52

5 5 6e-4 0.421 46.85

Table 5. Estimated capacitance values of ROIC indium bumps.

Pixel pitch (μm) Width (μm) Height (μm) C (fF)

10 5 10 0.044

30 10 10 0.0295

ity. When the substrate permittivity is considered, the capacitance
values of Table 5 will be bigger.

To model the parasitic capacitance of a ROIC, capacitance of
bump bonds is considered. Micro bonds are studied in ASIC de-
sign for the delay and power dissipation they cause. Similar ap-
proximations are used in this study to model the capacitance of
the ROICs’ bump bonds. A simple equation for the capacitance
can be written as[145]

C = 𝜖HW
D

(3)

where D is the pixel pitch, 𝜖 is the permittivity of the dielectric
material, and H and W are the bump height and width, respec-
tively (Figure 15b). The capacitance of the nearest neighbors is
the biggest term and is used in the estimations of Table 5. For
these estimates the permittivity is again assumed to be vacuum
permittivity. These values serve as a comparison of order of mag-
nitude, rather than the exact capacitances.

A comparison of values in Tables 4 and 5 shows that the ca-
pacitance in the ROICs can be significantly smaller than probes.
Based on Equation (1), the noise level achieved with a ROIC can-
not be achieved with a probe. Such a low parasitic capacitance val-
ues combined with the fact that commercial ROICs with less than
10 electron-rms noise per measurement exist today,[146,147] allow
photodetector noise measurement well below Femto-Ampere
Hz−0.5.

4.1.2. Interference Noise

A typical test environment is flooded with electromagnetic waves
of different origins and frequencies. The electromagnetic inter-
ference (EMI) effect is seen as an extra component of noise in
measurement systems and can be very significant for small sig-
nal levels. Manmade sources of EMI are only growing in number
and power. Table 6 shows some of the most common manmade
EMI sources at different frequencies.

Since most of such sources cannot be controlled, EMI shield-
ing mechanisms are very important in reducing the measure-
ment system noise. Mechanisms of shielding can be catego-
rized as reflection, absorption, and multiple reflection (from dif-
ferent interfaces of the shield).[148] A simplified model for the
penetration (skin) depth of EMI helps with our understanding
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Table 6. Typical manmade sources of EMI.

Source Frequency

AC line 60 Hz

Monitors, fluorescent lights 120 Hz

AM radio 30 kHz–3 MHz

Aviation communication 3–30 MHz

FM radio 30–300 MHz

Wireless communication and GPS 300 MHz–3 GHz

5G, satellites, WiFi 3–30 GHz

Figure 16. The highest attenuation achieved requires about 50.8 mm-thick
Aluminum. Reproduced with permission.[149] Copyright 2022, American
Chemical Society.

of the relation between shielding material thickness and reflec-
tion/absorption. The skin depth formula presents the thickness
within which EMI can effectively penetrate:

𝛾 = 1√
𝜋𝜎f

(4)

E (z) = E0 e−
z
𝛾 (5)

In these equations, E0 is the electric field amplitude before en-
tering the material, f is frequency, 𝜎 is conductivity, 𝛾 is the skin
depth, and t is the shield thickness. Equation (4) shows the skin
depth formula and Equation (5) shows the decay of the electric
field in the shielding material at distance z. The equations sug-
gest that at higher frequencies and higher conductivity thinner
materials are needed to shield effectively. This simple model is
valid for a single sheet of material as the calculations for a Fara-
day box are more complicated. Yet, the general relation between
shielding thickness and frequency holds. Some popular shielding
materials are metals like aluminum and copper that can reflect
and absorb EM waves. The skin depths in best metals tend to be
very large for lower frequencies. To have an effective shielding,
the thickness of the material needs to be multiple times bigger
than the skin depth. Glasscott et al. [149] have conducted a study of
different Faraday cage designs and their EMI shielding strengths.
Figure 16 shows what thickness of material results in a certain
percentage of attenuation. Even for a very thick 50.8 mm shield,
the EMI attenuation reached only 98%. In short, it is very dif-
ficult to shield a measurement setup from EMI. Therefore, the

Figure 17. Noise analysis of a bonded phototransistor and a bare ROIC.

best EMI noise immunity requires reducing the picked-up EMI
power by reducing the effective antenna cross-section of the mea-
surement setup.

To compare the EMI noise picked up by a probe versus a ROIC,
a simple short dipole antenna model is used here. Equation (6)
shows the EMI induced voltage noise in a wire.[150,151]

Vn = E0 d

√
5𝜋G
𝜂

(6)

where d is the length of the antenna (probe length in a setup), G
is antenna gain (a constant value), 𝜂 is the ambient impedance,
and E0 is the amplitude of the EMI field. As Equation (6) sug-
gests, the significantly larger lengths of probing conductors in a
probing test system result in much higher EMI noise. Since ef-
fective shielding for low noise applications can be hard, using a
read out integrated circuit for measurement alleviates the pickup
problem since the detectors are directly connected to preampli-
fier and the entire measurement system can be very compact (the
distance become in orders of 10 s of microns instead of millime-
ters). Note that in this analysis, we have ignored the detrimen-
tal effects of the wires connecting the probe to the preamplifier,
which could occasionally be much bigger than the probe itself.

4.1.3. Example of Photodetector Noise Measurement Using ROIC

Here we show an example of noise measurement using ROIC,
where a chip with phototransistor nanowire detector array is
bonded to a commercially available ROIC (FLIR, ISC9809). The
test was performed at a ROIC mode with 700 electron-rms noise
and the measurement was done at a temperature of 140K in dark
conditions. Given the data collection time, the 700 electron-noise
(rms) corresponds to about 2.3 Femto-Amperes Hz−0.5. Figure 17
shows the noise spectrum of one of the ≈80 000 photodetector
pixels and the noise spectrum of the bare ROIC pixel (no pho-
todetector is bonded to the ROIC). The EMI at 60 Hz and its har-
monics can be seen here, though heavily suppressed to below a
noise spectral density of ≈3 Femto-Amperes Hz−0.5.
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Figure 18. a) CVD-grown graphene integrated on a ROIC (blue area). The inset is a histogram of pixel resistance in the blue region, showing 99.8% of
pixels are functional. Reproduced with permission.[30] Copyright 2017, Springer Nature. b) Statistical evaluation of the device uniformity for a PbS CQD
detector array using a histogram plot of photoresponse of thousands of devices integrated on a ROIC. This method allowed an accurate comparison
with a commercial InGaAs imager. Reproduced with permission.[152] Copyright 2022, Springer Nature.

4.2. Camera as a Testbed

As it was established in the previous section, the noise of the
ROICs is far lower than conventional probes. However, having
a low noise is not the only benefit that testing devices with ROIC
can offer. Existing ROIC designs allow testing tens of thousands
to millions of detectors in parallel. Also, existing electronics al-
low rapid collection of a large amount of data from the ROIC,
all at near-identical measurement condition and setpoint (tem-
perature, input power, bias voltage, etc.) Collecting such a mas-
sive amount of data from a large number of devices with near-
identical condition enables unprecedented statistical analysis of
devices.

In addition, the stability of this approach allows averaging the
data collection for each device over a significant time, which leads
to an increased SNR for ultra-low photon flux applications. An-
other important benefit is that the effect of variation in the device
fabrication is minimized since all devices on a chip are processed
simultaneously. As such, comparison of their figures of merit
with respect to engineered features, such as device size, can be
compared more accurately. This ability allows proper statistical
evaluation of different devices in producing a mathematical mea-
sure of confidence in the reported data, which is a frequently over-
looked issue in currently reported results from low-dimensional
devices. In the following subsections, some of these merits in us-
ing ROIC for photodetector measurement are explored through
examples of published research.

4.2.1. Statistical Analysis of Uniformity and Reproducibility

The statistical analysis of the large amounts of pixels produces a
mathematically sound evaluation of the functionality of a novel
photodetector. For example, integrated PbS CQD on CVD grown
graphene photodetector integrated on a 388 × 288 ROIC shows
photogating effect is the mechanism of the photoresponse in
the array.[30] The quantum dots provide photogenerated carrier
for the graphene layer and the change of conductivity in the
graphene is captured by the ROIC. For the imager to work, the re-

sistance range of the material must be compatible with the ROIC.
The authors demonstrated the statistical average and standard de-
viation of the device resistance with high confidence (Figure 18a).
They also produce a statistically meaningful value for the yield of
the whole fabrication process, which is crucial information when
this technology is to be used for any application.

Similarly, a recent study[152] based on PbS CQD photodiodes
on a CMOS ROIC with 640 × 512 pixels provides statistical data
on the fabrication uniformity and device reproducibility. A gray-
scale chart is imaged by the PbS CQD imager and compared
with a commercial Hamamatsu InGaAs imager. The histogram
of grayscale response of each of the imagers was used to com-
pare the pixel uniformity in a mathematically accurate method,
as shown in Figure 18b.

4.2.2. ROIC for High-Throughput Experiments

In addition to statistical analysis, simultaneous measurement
of a large number of devices allows for a systematic study of the
physics involved and the parameters affecting the performance
of photodetectors. As the size of devices shrink, the impact of in-
herent nonuniformities of different nano-fabrication steps on the
device performance becomes more significant. Such nonunifor-
mities introduce a substantial randomness in the measurement
results, rendering comparison of a small population of devices
inaccurate. This issue is quite significant in low-dimensional
devices. As such, comparing a few devices does not produce
a statistically sound evaluation. Our group has developed a
ROIC-based high-throughput testbed approach to study low-
dimensional photodetectors. For example, to explore the effect of
device size on the sensitivity of phototransistors, our group has
integrated an array of 1 and 2 μm diameter devices to a conven-
tional ROIC.[15] Earlier, we developed a theoretical model that
suggested the sensitivity limit of low-dimensional devices must
primarily depend on their junction capacitance[13,14] and wanted
to confirm this model with a high confidence experimentally.
Simultaneous fabrication of devices with two different diameters
(1 and 2 μm) on a single ROIC allowed precise evaluation of our
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Figure 19. a) Histograms of NEPh of pixels of different sizes. Note that the higher spread in 1 μm histogram can be attributed to the process variations.
Reproduced with permission.[15] Copytight 2020, AIP Publishing. b) Response time distribution for multi-pillar and single-pillar pixels of different sizes.
As can be seen, all multi-pillar pixels have similar response times regardless of the number of pillars. Reproduced with permission.[27] Copyright 2022,
American Chemical Society. c) Checkered design of the micro lens array on a camera allows to quantify the 7.4 response improvement factor enabled by
the micro lenses. Reproduced with permission.[103] Copyright 2022, American Chemical Society.

theoretical model. Histograms of noise-equivalent photon
sensitivity (NEPh) of these devices at different temperatures
clearly validated the theoretical model with a very high statistical
confidence (Figure 19a).

Similarly, we used this ROIC-based high throughput measure-
ment approach to study different methods for increasing the
quantum efficiency of nano-photodetectors.[27] A large number
of different device types were fabricated side-by-side on a ROIC.
Another theoretical model we developed suggested that an array
of connected small phototransistors could be more sensitive than
a single large device with the same overall area. We wanted to ex-
perimentally test this model with high statistical confidence. We
integrated a large number of arrays, each made of a set of de-
vices with different diameters and a set of devices with different
number of connected 1 μm diameter devices (from 1 to 49 con-
nected devices forming one pixel). Statistical comparison of the
response time of these devices at different temperatures showed
an interesting trend: regardless of the number of connected 1
um devices, the response time stays the same (Figure 19b). In
contrast to increasing the diameter of the device, by adding more
connected small devices, a larger photo-sensitive area is produced
without a decrease in the speed of the device as predicted by the
theoretical model.

This ROIC-based high-throughput method does not need to be
limited to the photodetector evaluation and could also be used to
evaluate other features. For example, we developed a new method
of fabricating an array of solid-immersion micro-lenses directly
on our focal-plane arrays to improve the fill factor of nano-
photodetector devices.[103] To provide an accurate evaluation of
the effect of the immersion lens array on the response of the de-
tectors, each lensed detector on this array is surrounded by four
bare reference detectors in a checkered pattern. These bare detec-
tors provide the means for accurate comparison of the enhance-
ment of device response due to the microlenses (Figure 19c).

5. Summary and Outlook

In this article, new photodetectors based on low-dimensional
materials and reports on their integration on silicon CMOS
chips were reviewed. Methods for creating and testing high-
resolution and high-performance imaging sensors based on low-
dimensional materials were also presented. In addition, major
technical barriers against the widespread use of low-dimensional
materials in image sensors were discussed and some promising
solutions were evaluated.

Small Methods 2023, 2300595 © 2023 The Authors. Small Methods published by Wiley-VCH GmbH2300595 (19 of 23)

 23669608, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/sm

td.202300595 by N
orthw

estern U
niversity L

ibraries, W
iley O

nline L
ibrary on [14/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



www.advancedsciencenews.com www.small-methods.com

The historic development of semiconductor-based imaging ar-
rays has had a massive impact on many aspects of our lives. While
silicon has been the backbone of imaging chips, its limitations
prompted heterogeneous integration of different material on sili-
con almost immediately after the first silicon imaging arrays were
invented. Despite the colossal progresses made in this field, the
inherent properties of bulk and epitaxially grown semiconduc-
tors have limited advancements in some of the most desirable
directions, such as in-pixel computing and multi-band imaging.
We believe that the unique properties of low-dimensional mate-
rials, such as low capacitance, stackability, programmability, and
mechanical flexibility, could be used to make imagers with un-
precedented performance. Most notably, the field of bio-inspired
imaging substantially benefits from these properties and its com-
mercial implementation may finally be within our reach.
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