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Recent results from our electron-injection detectors as well as other heterojunction phototransistors

with gain suggest that these devices are useful in many applications including medical imaging,

light detection and ranging, and low-light level imaging. However, there are many parameters to

optimize such structures. Earlier, we showed a good agreement between experimental results and

our models. In this paper, we provide detailed analytical models for rise time, gain, and dark cur-

rent that very accurately evaluate key parameters of the device. These show an excellent agreement

with detailed three-dimensional numerical simulations. We also explore a figure of merit that is

useful for low-light-detection applications. Based on this figure of merit, we examine the ultimate

sensitivity of the device. Furthermore, we explore the effects of variations in some of the key

parameters in the device design and present an optimum structure for the best figure of merit. Our

models suggest ways to improve the existing devices that we have, and may be a guideline for sim-

ilar phototransistors. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4976012]

I. INTRODUCTION

The short wavelength infrared (SWIR) band (from 1 to

2.5 lm) has a variety of diverse applications. These include

telecommunication, remote sensing, astronomical observation,

medical imaging, homeland security, and non-destructive

material evaluation.1–3 As such, significant amount of research

has been devoted to the development of sensitive SWIR detec-

tors with low noise levels and high signal-to-noise ratios.

State-of-the-art semiconductor SWIR detectors include p-i-n

detectors and avalanche photo detectors (APDs). InGaAs p-i-n

detectors have extremely low leakage current levels and short

response times. Unfortunately, due to the lack of internal

amplification in such detectors, the system signal-to-noise

ratio becomes mostly limited by the electrical noise of the

post-detection circuitry.4 Detectors with an internal gain

mechanism, such as avalanche photodiodes offer an overall

system-level sensitivity enhancement compared to p-i-n

diodes.5 InGaAs/InP APDs provide stable gain values close to

3 at �25 V at room temperature.6 Unfortunately, due to the

internal positive feedback in the avalanche multiplication pro-

cess, their gain tends to destabilize at higher values and

increase the amplitude uncertainty.7 As such they suffer from

an excess noise factor, and have a large gain sensitivity to the

bias voltages.

With the growing applications for more sensitive SWIR

detectors, the demand for new SWIR photodetector technol-

ogies has become more urgent than ever. Electron–injection

(EI) detectors are based on a new photon-detection approach

in the SWIR band and can address these shortcomings. They

operate in the linear-mode and at low bias voltages.8 These

detectors provide a high avalanche-free amplification, unity

excess noise, and low leakage current.9–12 Experimental

results have shown that devices with 10 lm injector diameter

and 30 lm absorber diameter provide a peak optical gain of

more than �1000, dark current �15 nA, and a fast rise time

of �10 ns at 20 lW of optical power at a bias voltage of

��3 V and room temperature.13 An essential tool for further

understanding and improvement of this detector is the exis-

tence of compact, physics based analytical models. We have

previously presented the analytical models and have con-

firmed those models by simulations and experimental mea-

surement data.15 In this paper, we intend to present a

detailed derivation of the analytical models for the detector

speed, dark current and also to elaborate on our gain model.

Furthermore, we present the results on the global optimiza-

tion of the device using a figure of merit (FOM) that is useful

especially in low-light-level detection. Using these data, one

can optimize the EI detector or other devices of similar

nature, and examine the ultimate physical sensitivity of the

device. The simulation software package used for this work is

a commercial device simulator (ATLAS from Silvaco

International). The numerical simulation of the electron-

injection detector has been carried out assuming that semicon-

ductor is non-degenerate and has parabolic conduction bands.

The simulation involves the solution of five coupled equations

using Newton’s iteration algorithm. Fermi-Dirac statistics

were used in the calculation of the carrier concentrations.

Generation-recombination mechanisms were approximated by

concentration dependent Shockley–Read–Hall (SRH) as well

as radiative (the optical Band to Band) and Auger models.

Furthermore, other effects including incomplete ionization,

surface recombination, concentration dependent mobility,

band gap narrowing, and hot electron effects were employed

in the simulation. In Section II of this paper, we presenta)Y. Movassaghi and V. Fathipour contributed equally to this work.

0021-8979/2017/121(8)/084501/12/$30.00 Published by AIP Publishing.121, 084501-1

JOURNAL OF APPLIED PHYSICS 121, 084501 (2017)

http://dx.doi.org/10.1063/1.4976012
http://dx.doi.org/10.1063/1.4976012
http://dx.doi.org/10.1063/1.4976012
http://crossmark.crossref.org/dialog/?doi=10.1063/1.4976012&domain=pdf&date_stamp=2017-02-22


derivations for the analytical models. In Section III, we pro-

vide results of our global optimization, and finally in Section

IV, we provide a conclusion.

II. DERIVATION FOR THE ANALYTICAL MODELS

The structure under consideration consists of 500 nm of

nþ (1017cm�3) InP injector, 50 nm of undoped In0.52Al0.48As

etch-stop, 50 nm of pþ (5.0� 1018cm�3) GaAs0.52Sb0.48 trap-

ping layer, 1000 nm of n� (<1� 1015 cm�3) In0.53Ga0.47As

absorber. Layers are grown on InP substrate using metal

organic chemical vapor deposition (MOCVD). A schematic of

the detector structure with 10 lm injector diameter and 30 lm

absorber is shown in Fig. 1(a). Energy band diagrams along

the central axis of the device obtained by ATLAS are shown

in Fig. 1(b). A schematic cross-sectional view of the device

that is equal in width to the equilibrium energy band diagram

is shown in Fig. 1(c).

A. Dark current

In Fig. 1, the energy offsets form in the conduction band

(DEC) and in the valence band (DEV) as a result of differ-

ences in gradients in the electrostatic potential (DV) and the

electron affinity (Dv). The conduction and valence ban-

d–edge discontinuities at the heterointerfaces (dependent on

Egn, Egp, NA, ND, v), and the built-in potentials Vd1 and Vd2

after formation of the heterojunctions are related as

DEC ¼ DEC1;2
þ DEC2;3

; (1)

DEV ¼ DEV1;2
þ DEV2;3

; (2)

Vd ¼ Vdn1 þ Vdi þ Vdp1: (3)

Here, Vd is the total built-in potential, and Vdn1, Vdp1, and

Vdi are the barriers corresponding to band bending on the nþ-

InP, pþ-GaAsSb and on the undoped InAlAs sides. The cur-

rent flowing through the detector has two major components:

1. The diffusion current arising from the minority carriers

injected to the pþ—GaAsSb region and the nþ—InP region.

2. The current arising from generation recombination (GR)

in the depletion regions of the InP/InAlAs/GaAsSb junc-

tions and InGaAs/GaAsSb junction. This current is typi-

cally dominant in transistors built from compound

semiconductor materials.19

The device is designed to normally operate under for-

ward bias. When a positive voltage is applied to the injector

layer, the InP/GaAsSb junction becomes reverse biased. The

dark current is then limited by drift current. On the other

hand, when a negative voltage is applied to the InP/GaAsSb

junction, this junction becomes forward bias. Under this con-

dition, electrons acquire enough energy to get injected from

InP into the InGaAs absorber. For more negative bias vol-

tages, i.e., Vbias<�0.5 V, the voltage drop on the InP/

GaAsSb becomes relatively constant and as a result, the cur-

rent increases sub-linearly with respect to the bias voltage.

This current is dominated by the thermal generation of

electron-hole pairs within the depletion region. To derive the

dark current, we use a similar approach as in Ref. 16. The

steady-state continuity equations governing the distribution

of minority carriers in the GaAsSb are given by

Dn
@2dn xð Þ
@x2

¼ dn

sn
; 0 < x < W2: (4)

Furthermore, in the InP region, distribution of minority

carriers is given by

Dp
@2dp xð Þ
@x2

¼ dp

sp
; 0 < x < W1; (5)

where sn (sp) are lifetimes for minority carrier electrons

(holes), respectively, in pþ—GaAsSb (nþ—InP). dn (dp) are

the excess electron (hole) density, respectively, in the

GaAsSb (InP) regions. W1 is the width of undepleted InP

FIG. 1. (a) Schematic diagram of the electron-injection detector.15

Reproduced with permission from Appl. Phys. Lett. 108, 121102 (2016).

Copyright 2016 AIP Publishing LLC. (b) The equilibrium energy band dia-

gram of an electron-injection detector along a cutline through the central

axis of the device generated using ATLAS software, in darkness. (c) A sche-

matic cross-sectional view of the device that is equal in width to the equilib-

rium energy band diagram shown in (b).
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injector layer, and W2 is the width of undepleted GaAsSb

trapping layer. Excess electron and hole densities in the

GaAsSb and InP regions are obtained by analytically solving

the continuity equations under appropriate boundary condi-

tions. Assume that the device is operating under normal

operating conditions, i.e., GaAsSb/ InGaAs junction is

reverse biased, and the InP/GaAsSb junction is forward

biased, the results are given below

dn xð Þ ¼
Dnp cosh

W2 � x

Ln

� �
þ SnLn

Dn
sinh

W2 � x

Ln

� �� �

cosh
W2

Ln

� �
þ SnLn

Dn
sinh

W2

Ln

� � ; (6)

dp xð Þ ¼
Dpn cosh

W1 � x

Lp

� �
þ SpLp

Dp
sinh

W1 � x

Lp

� �� �

cosh
W1

Lp

� �
þ SpLp

Dp
sinh

W1

Lp

� � ; (7)

where Ln and Lp are the electrons and hole diffusion lengths,

respectively. Dn and Dp are diffusion coefficients for the

electrons and holes on pþ and nþ sides, Sn and Sp are the sur-

face recombination velocities for electrons and holes at the

interfaces, and Dpn and Dnp are excess hole concentration at

the edge of (InP) injector depletion region and excess elec-

tron concentration at the edge of (GaAsSb) trapping layer

depletion region, respectively. The standard one-dimensional

diffusion equation for the heterojunction under consideration

has been solved to obtain the expression for the diffusion

current in the pþ GaAsSb and nþ InP active regions. The dif-

fusion current for electrons and holes is given by

Isn ¼ qA1Dn
@dnðxÞ
@x

����
x¼0

¼
qA1n2

ip

NA

ffiffiffiffiffiffiffiffiffiffiffiffi
lnkBT

qsn

s sinh
W2

Ln

� �
þ SnLn

Dn
cosh

W2

Ln

� �� �

cosh
W2

Ln

� �
þ SnLn

Dn
sinh

W2

Ln

� �

� exp
�q Vd þ DECð Þ

kBT

� �
; (8)

Isp ¼ qA1Dp
@dp xð Þ
@x

����
x¼0

¼ qA1n2
in1

ND

ffiffiffiffiffiffiffiffiffiffiffiffi
lpkBT

qsp

s sinh
W1

Lp

� �
þ SpLp

Dp
cosh

W1

Lp

� �� �

cosh
W1

Lp

� �
þ SpLp

Dp
sinh

W1

Lp

� �

� exp
�q Vd þDEVð Þ

kBT

� �
: (9)

In (8) and (9), nin1 and nip are the intrinsic carrier con-

centrations, calculated from the corresponding band gaps

(Eg) and effective density of states in conduction and valence

bands (Nc and NV), provided in Table I, and ND and NA are

the donor and acceptor concentrations in the nþ InP and pþ

GaAsSb regions respectively. A1 is the injector area, q is the

electron charge, kB is the Boltzmann constant, T is the

temperature, and ln and lp are the electron and hole mobili-

ties. The total diffusion current can be expressed as

IDIFF ¼ Isn þ Ispð Þ exp
qVBE

kBT

� �
� 1

� �
: (10)

Simulation results indicate that inclusion of the radiative

generation/recombination in the models does not affect the

results. Radiative recombination rate in the electron-

injection detector is intrinsic to the bulk material, while the

Shockley-Read-Hall (SRH) recombination life times are

heavily material quality and processing dependent. With the

material properties and device geometry, we have, (i.e., the

large surface to volume ratio) the SRH channel appears to be

much faster, and thus, the effect of radiative recombination

is negligible. As such, the carrier generation-recombination

in the depletion regions is modeled by the SRH equation.

For simplicity, we assume that the electrons and holes life-

times due to Shockley-Read-Hall recombination are equal

and can be modeled as

sSRH ¼
1

rNf vth
; (11)

where Nf is the SRH trap density, r is the capture cross-

section, and vth is the thermal carrier velocity given by

vth ¼
ffiffiffiffiffiffiffiffiffiffi
3kBT

m�

r
: (12)

In (12), m� is the effective mass of the charge carriers. The

generation recombination current in the depletion regions

can be obtained as

IGR ¼ I01
GR exp

qVBE

2kBT

� �
þ I02

GR exp
qVBC

2kBT

� �
; (13)

where I0
GR ¼

2AkBTnirNf

E

ffiffiffiffiffiffiffi
3kBT
m�

q
is the generation-recombination

current at zero applied bias (equilibrium condition), and E is

the electric field in the depletion region. Under an equilib-

rium condition, the generation-recombination current is

given by

I01
GR ¼

2A1kBTnin1rNf xn

Vdn1

ffiffiffiffiffiffiffiffiffiffi
3kBT

m�nn1

s
þ 2A2kBTnirNf d

Vdi

�
ffiffiffiffiffiffiffiffiffiffi
3kBT

m�n0

s
þ 2A2kBTniprNf xp1

Vdp1

ffiffiffiffiffiffiffiffiffiffi
3kBT

m�pp

s
; (14)

I02
GR ¼

2A2kBTnin2rNf dn

Vdn2

ffiffiffiffiffiffiffiffiffiffi
3kBT

m�nn2

s
þ 2A2kBTniprNf xp2

Vdp2

ffiffiffiffiffiffiffiffiffiffi
3kBT

m�pp

s
;

(15)

where Vdn2 and Vdp2 are the barriers corresponding to band

bending on the n-InGaAs, pþ-GaAsSb sides as shown in Fig.

1. In (16), xn is the width of depletion region in the InP injec-

tor, and xp1, and xp2 are depletion widths in the GaAsSb layer

at the interface with InAlAs and InGaAs, respectively, d and

dn are the InAlAs and InGaAs depletion thicknesses, m�nn1,

m�n0, m�pp and m�nn2 are the effective masses of electrons and

084501-3 Movassaghi et al. J. Appl. Phys. 121, 084501 (2017)



holes in the InP and InAlAs and GaAsSb and InGaAs

regions, respectively. A2 is the absorber area. The details of

parameters used in the derivation of the dark current analyti-

cal models are reported in Table I.

Using Equations (14) and (15), the generation-

recombination current can be expressed as

IGR ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3 kBTð Þ3

q
rNf

A1nin1xn

Vdn1

ffiffiffiffiffiffiffiffiffi
1

m�nn1

s
þ A2nid

Vdi

ffiffiffiffiffiffiffiffi
1

m�n0

s2
4

þA2nipxp1

Vdp1

ffiffiffiffiffiffiffiffi
1

m�pp

s #
exp

qVBE

2kBT

� �
þ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3 kBTð Þ3

q
rNf

� A2nin2dn

Vdn2

ffiffiffiffiffiffiffiffiffi
1

m�nn2

s
þ A2nipxp2

Vdp2

ffiffiffiffiffiffiffiffi
1

m�pp

s2
4

3
5exp

qVBC

2kBT

� �
:

(16)

Potential profile at 4 different bias voltages along a cutline

through the central axis of the device is shown in Fig. 2(a).

Evolution of VBE and VBC for the injector–trapping layer

(InP/InAlAs/GaAsSb) and trapping layer–absorber (GaAsSb/

InGaAs) junctions versus bias voltage is plotted in the inset

of Figure 2(a). Recombination in the GaAsSb/InGaAs space-

charge-region relative to InP/InAlAs/GaAsSb charge region

dominates as the magnitude of the bias voltage decreases,

and InP/InAlAs/GaAsSb recombination current dominates

for bias voltages larger than �j0.3 Vj. Fig. 2(c) shows the

diffusion and GR terms for the dark current and indicates

that dark current is limited by the GR component. Fig. 2(d)

shows a comparison of the experimental data, obtained from

Ref. 15, with numerical and analytical models for the elec-

tron-injection detector dark current with 10 lm injector and

30 lm absorber diameter. Finally, we have obtained the

Arrhenius plot for the detector dark current versus 1000/

TABLE I. Parameters used in the analytical model for dark current at room temperature.

Parameter Symbol Values References

Capture cross-section of minority carriers r 2 � 10�17 cm2 16 and 22

Shockley Read Hall trap density Nf 1 � 1015 cm�3 16 and 22

Width of undepleted InP injector W1 0.318 � 10�4 cm Extracted from band diagram

Width of undepleted GaAsSb trap layer W2 0.032 � 10�4 cm Extracted from band diagram

Width of undepleted InGaAs absorption layer W3 0.004 � 10�4 cm Extracted from band diagram

Electron diffusion coefficient of InP Dn 130 cm2/s 16, 23, 24, and 25

Hole diffusion coefficient of GaAsSb Dp 10 cm2/s 16, 23, 24, and 25

Electron surface recombination velocity Sn 104 cm/s 16, 23, and 24

Hole surface recombination velocity Sp 102 cm/s 16, 23, and 24

Width of depleted InP injector layer xn 0.077 � 10�4 cm Extracted from band diagram

Width of depleted GaAsSb trap layer (at the edge of InAlAs heterojunction) xp1 0.01202 � 10�4 cm Extracted from band diagram

Width of depleted GaAsSb trap layer (at the edge of InGaAs heterojunction) xp2 0.01202 � 10�4 cm Extracted from band diagram

Barrier corresponding to band bending on the InP Vdn1 0.10347 eV Extracted from band diagram

Barrier corresponding to band bending on the InAlAs Vdi 0.27102 eV Extracted from band diagram

Barrier corresponding to band bending on the GaAsSb Vdp1 0.002341 eV Extracted from band diagram

Barrier corresponding to band bending on the GaAsSb Vdp2 0.04 eV Extracted from band diagram

Barrier corresponding to band bending on the InGaAs Vdn2 0.48459 eV Extracted from band diagram

Electron effective density of state for InP NC1 5.4 � 1017 cm�3 15, 16, 23, and 24

Hole effective density of state for InP NV1 1.3 � 1019 cm�3 15, 16, 23, and 24

Electron effective density of state for InAlAs NC2 5.2 � 1017 cm�3 15, 16, 23, and 24

Hole effective density of state for InAlAs NV2 1.2 � 1019 cm�3 15, 16, 23, and 24

Electron effective density of state for GaAsSb NC3 2.4 � 1017 cm�3 15, 16, 23, and 24

–Hole effective density of state for GaAsSb NV3 7.5 � 1018 cm�3 15, 16, 23, and 24

Electron effective density of state for InGaAs NC4 2.1 � 1017 cm�3 15, 16, 23, and 24

Hole effective density of state for InGaAs NV4 8.9 � 1018 cm�3 15, 16, 23, and 24

Energy gap for InP Eg1 1.35 eV 15, 16, 23, and 24

Energy gap for InAlAs Eg2 1.3107 eV 15, 16, 23, and 24

Energy gap for GaAsSb Eg3 0.787 eV 15, 16, 23, and 24

Energy gap for InGaAs Eg4 0.754 eV 15, 16, 23, and 24

Conduction band-edge discontinuity in the InP/InAlAs DEC1,2 0.1 eV 16, 23, and 24

Conduction band-edge discontinuity in the InAlAs/GaAsSb DEC2,3 0.105 eV 16, 23, and 24

Valence band-edge discontinuity in the InP/InAlAs DEV1,2 0.140 eV 16, 23, and 24

Valence band-edge discontinuity in the InAlAs/GaAsSb DEV2,3 0.427 eV 16, 23, and 24

Conduction band-edge discontinuity in the InGaAs/GaAsSb DEC3,4 0.234 eV 16, 23, and 24

Valence band-edge discontinuity in the InGaAs/GaAsSb DEV3,4 0.2 eV 16, 23, and 24

Electron effective mass in InP m*
nn1/m0 0.077 23 and 24

Electron effective mass in InAlAs m*
n0/m0 0.075 23 and 24

Hole effective mass in GaAsSb m*
pp/m0 0.456 23 and 24

Electron effective mass in InGaAs m*
nn2/m0 0.044 23 and 24

084501-4 Movassaghi et al. J. Appl. Phys. 121, 084501 (2017)



temperature at different bias voltages. As the temperature

reduces, the generation–recombination in the InGaAs/

GaAsSb junction and in the InP/InAlAs/GaAsSb junction

also reduce. The extracted activation energy from Fig. 2(e)

confirms the G-R dominated dark current behavior. The

Arrhenius plot shows a slight curvature due to T3/2 term.

Finally the dark current changes slope at a low temperature

(at about T< 90 K). The reduction in the dark current slope

at low temperatures may be explained by the fact that the

electrons in the InP layer do not gain enough thermal energy

for thermionic emission.

B. Optical gain model

Photon absorption results in the generation of electron–

hole pair in the InGaAs absorber. Under a forward bias, the

electrons and the holes are separated, and the holes get

trapped in the GaAsSb trapping layer for the period of their

lifetimes. This leads to a change of barrier potential, and

results in a large electron injection, and hence an internal

amplification in the device.

The optical gain model for the electron-injection

detectors is derived in Ref. 14. The optical gain reduces

at high optical power levels. This phenomenon has not

been considered in Ref. 14. We address this issue by

attributing this phenomena to the high-level injection

effect in the GaAsSb layer and modelling it by introduc-

ing an ideality factor gFðPÞ, that depends on power (P),

then

Gopt Pð Þ ¼ GMax e
qVBE Pð Þ
gF Pð ÞkBT � 1

h i
e

qVBE Pð Þ
gF Pð ÞkBT � 1

h i
þ GMax

JSE

JS

A1

A2

e
qVBE Pð Þ
gEkBT � 1

h i : (17)

In (17), JSE=JS demonstrates the ratio of saturation cur-

rent density for recombination in the injector/trapping

layer space charge region to saturation current density

injected into the absorber, A1=A2 demonstrates the ratio

of injector to absorber area, and GMax is the maximum

optical gain. Figure 3(a) shows the Gummel plot for this

device, i.e., plot of current under illumination, referred

to as the optical current (iopt), versus optical power (P).

At low optical power level (�10 pW), the optical

current is limited by dark current. In the low-level injec-

tion region, the optical current increases as the optical

power is increased. In this region, an ideality factor is

gF�1. To the right of that region, the optical current

FIG. 2. (a) potential profile along a cutline through the central axis of the device. (b) Evolution of VBE and VBC with the applied bias voltage (V). (c) Dark cur-

rent components versus bias voltage. (d) A comparison of the experimental data with numerical and analytical models for electron-injection detector with

10 lm injector and 30 lm absorber diameter.15 Reproduced with permission from Appl. Phys. Lett. 108, 121102 (2016). Copyright 2016 AIP Publishing LLC.

(e) The Arrhenius plot of the dark current versus temperature for electron-injection detector with 10 lm injector and 30 lm absorber diameter at a different

bias voltage.
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becomes limited by high-level injection effects and the

ideality factor increases at high optical power levels.

Dependence of the ideality factor to the optical power

can be modeled as:

: gF Pð Þ ¼
g0 ¼ 1:0 P < P0

g0 þ
log

P

P0

� �
m

P > P0;

8>><
>>: (18)

where P0 ¼ 10�7 W, and m is a fitting parameter. For the

electron-injection detector with 10 lm injector size, m ¼ 4:0
provides a good fit.

The optical current versus bias voltage at 10 lW optical

power is shown in Fig. 3(b). As illustrated in the plot of

Figure 3(c), the optical gain of the electron-injection detector

shows a relatively stable behavior with respect to bias,

beyond a bias voltage of ��1 V. As a result, when utilized

in large format Focal Plane Arrays (FPAs), the electron-

injection detector gain does not vary much by the possible

voltage and process variations across the FPA.

C. Rise time model

In this section, we derive the differential equation,

which governs charging of the device. Our approach here is

similar to that in Ref. 17. Figure 4 shows the equivalent cir-

cuit for the electron-injection detector.

To analyze the detector response, we assume that the

trapping layer (GaAsSb) current consists of a transient pho-

togenerated current source (igen), which provides transient

charges, and a dc internal dark current source Idark. We use a

charge control approach given by

Idark þ igen ¼
dQ

dt
þ Q

se
þ dQcap

dt
; (19)

FIG. 3. (a) Optical current versus optical power for the electron-injection detector with 10 lm injector size. External Quantum efficiency in our commercial

simulator (ATLAS from Silvaco International) is taken as 95%. (b) The optical current versus bias voltage at 10 lW optical power. (c) Optical Gain versus

bias at 10 lW optical power.

FIG. 4. Electron-injection detector equivalent circuit showing the optical current

(iopt), photogenerated current source (igen), internal dark current source (Idark),

the junction capacitances (Cpin) and (Cpn), and the bias voltage source (VBias).
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where Q is the excess minority carrier charge in the GaAsSb

region, Qcap is the charge stored at the edges of the junction

depletion capacitances, and se is the minority electron life

time in the GaAsSb region. The average excess electron

spends a time sB defined as the transit time from the injector

to the absorber. Since the GaAsSb width is made small com-

pared with electron diffusion length, this transit time is much

less than the average electron lifetime in the trapping layer.

On the other hand, an average excess hole supplied from the

InGaAs absorber spends se in the trapping layer facilitating a

space charge neutrality during the lifetime of an average

excess electron. For each hole entering GaAsSb, se/sB elec-

trons should pass from injector to absorber to maintain space

charge neutrality.

The first term on the right-hand side of Eq. (19)

describes the charging or discharging of the excess charge in

the GaAsSb. The second term describes the recombination in

the GaAsSb layer. The third term is the current associated

with charging or discharging the junction capacitances and

supplying the charge to maintain current flow in the space

charge region of InGaAs absorption layer. The excess elec-

tron charge in the GaAsSb is given by

Q ¼ sBiopt; (20)

where sB is the GaAsSb transit time, and iopt is the optical

current, described in Sec. II B. We assume that the voltage

source VBias is a short circuit to ac signals. Summing

the voltages around the injector-absorber circuit in Figure

4, gives the charge stored at the edge of the depletion

regions

Qcap tð Þ ¼ jVBE tð ÞjCT þ iopt tð ÞRECpn þ
sceiopt tð Þ

2
; (21)

where CT is the sum of the junction capacitance in the InP/

InAlAs/GaAsSb (Cpin) and the junction capacitance in the

GaAsSb/InGaAs (Cpn) layers (CT ¼ Cpin þ Cpn), RE is the

injector resistance, sce is the electron transit time in

the absorber layer (InGaAs), and QcapðtÞ, ioptðtÞ, VBEðtÞ are

the time–varying quantities due to the photocurrent. To pre-

serve charge neutrality in the depletion region, a positive

charge that is equal in magnitude to the total transiting elec-

tron charge is supplied to the edges of region.17 Under a low-

level injection, one can assume that the positive charge is

distributed equally between either side of the space charge

region between the GaAsSb side and the InGaAs region. The

last term in (21) is quasi-static approximation and illustrates

the fact that the positive charge, which must be supplied to

the GaAsSb side of the GaAsSb/InGaAs space charge region,

is half of the negative charge transiting through the space

charge region.17 Using the chain rule and the diode equation,

we find that

dVBE

dt
¼ dVBE

diopt

diopt

dt
¼ kBT

q iopt þ ISð Þ
diopt

dt
; (22)

where IS is the saturation current. Substituting (20)–(22) into

(19) gives

Idark þ igen ¼ sB
diopt

dt
þ sB

se
iopt þ

kBT

q iopt þ ISð Þ
CT

diopt

dt

þ RECpn
diopt

dt
þ sce

2

diopt

dt
: (23)

By simplifying Equation (23) and substantiating se

sB
¼ Gopt in

(23), we obtain

diopt

dt
¼ Gopt Idark þ igenð Þ � iopt

se þ GoptRECpn þ Gopt
kBT

q iopt þ ISð Þ
CT þ

Goptsce

2

:

(24)

As shown in Figure 3, optical current (iopt) in the dark has a

value of Gopt Idark. Here we assume that the internal dark cur-

rent, Idark is such that the optical current will always be

much greater than the saturation current, i.e., iopt(min)¼Gopt

Idark� IS. The rise time defined as the time elapsed for the

output current to change from 10% to 90% of its maximum,

as a result of an applied rectangular input light pulse, other-

wise called “charge–up time” can be found by integrating

both sides of Equation (24). The lower and upper limits of

integration are taken as GoptðIdark þ 0:1igenÞ and

GoptðIdark þ 0:9igenÞ, respectively, and igen is assumed to be a

constant. Assuming that Gopt þ 1 � Gopt, the rise time is

given by

tRise ¼ 2:2 se þ GoptRECpn þ
Goptsce

2

� �

þ 2:2þ ln
Idark þ 0:9igen

Idark þ 0:1igen

� 	� �
kBT

q Idark þ igenð Þ
CT :

(25)

In this model, iopt, and Gopt are optical power dependent

quantities and can be obtained from Equation (17). Idark can

be found from Equations (10), (16), and (17). Cpn and CT are

taken as fitting parameters, which are in good agreement

with our calculations. RE is the dynamic resistance calculated

from 0:0025�m
IdarkþIopt

. Parameter values required to calculate the rise

time from Equation (25) are provided in Table II. To obtain

the rise time of the detector, from the implemented structure

in the numerical simulator, a pulsed monochromatic colli-

mated source at 1550 nm wavelength was used.

III. DISCUSSION AND RESULTS

To provide useful information and guidelines for the

development of optimized electron-injection detectors as

well as other heterojunction photodetectors, in this section,

we evaluate the effect of variation in key detector parameters

on its electrical and optical characteristics. These parameters

include the thicknesses of GaAsSb trapping layer and the

InAlAs etch-stop layers, as well as the doping concentrations

of the InP injector and the GaAsSb trapping layer. Effect of

geometry has been previously investigated in Ref. 15. All

parameter variation data are taken at a device operating bias

of �3 V, and for a device with 10 lm injector and 30 lm

absorber, at room temperature. To compare the performance
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of devices with different thicknesses and doping concentra-

tions, we propose a figure of merit (FOM) as

FOM ¼ NEPffiffiffiffiffiffiffiffi
BW
p : (26)

The most commonly used figure of merit for photon detectors

is the noise-equivalent-power (NEP).20 Noise-equivalent-

power is extremely useful for optical power measurements.

However, it does not take into account the timing perfor-

mance of the photon detector. As such, to take into account

the bandwidth (BW), we defined a new FOM, which essen-

tially gives the minimum energy that can be sensed by the

detector and has a minimum of 1.2 � 10�19 J, which is the

energy of one photon at 1550 nm wavelength. In Equation

(26), BW ¼ 0:35=tRise, and NEP is obtained by dividing the

noise current, In ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Fq < idark > Gopt

p
, by responsivity

(given by: R ¼ ðiopt � idarkÞ=P).18 Excess noise factor is

taken as unity and has been experimentally verified in Ref.

13. In each of Secs. III A–III D, only the parameter under

investigation has been varied, and all other parameters are

kept the same as in the original structure provided in Section

I. The study provided in this section suggests that an opti-

mized EI structure would yield at least 20% performance

improvement compared to our existing (original) structure,

which was introduced in Section I.

A. The Effect of variation in GaAsSb thickness

In our simulation and theoretical models, the GaAsSb

layer thickness was reduced from 50 nm (in the original

structure) to 10 nm. Figure 5(a) shows the effect of variation

TABLE II. Parameters used in the analytical model for rise time at room temperature.

Parameter Symbol Value Reference

Transit time in GaAsSb sb 3.5 � 10�13 s Calculated from base transit time formula using electron diffusion

coefficient in GaAsSb of 50 cm2/s from Ref. 23

Transit time in InGaAs sce 1 � 10�12 s Calculated from collector transit time formula using

velocity saturation for InGaAs 2.8 � 107 cm/s.23

CpinþCpn CT 5 � 10�13 F Fitting

Junction capacitance in GaAsSb/InGaAs Cpn 1 � 10�14 F Fitting

FIG. 5. Modeling results showing detector (a) dark current (b) optical gain (c) rise time, and (d) figure of merit as a result of variations in GaAsSb thicknesses.
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in GaAsSb thickness on the dark current. Our models predict

that a device with 10 nm trapping layer thickness exhibits the

dark current about 36 nA at �3 V bias voltage. Figure 5(b)

shows the optical gain at different optical power levels. For

10 nm trapping layer thickness, optical gains as high as 12000

can be achieved. Figure 5(c) shows the rise time versus

GaAsSb thickness at different optical power levels. Variation

in the trapping layer thickness from 10 nm to 50 nm, hardly

affects the device rise time. Variation of the FOM is shown in

Figure 5(d) for different GaAsSb thicknesses. The modeling

results predict that an improvement of 10% in our current

device performance (with 50 nm GaAsSb thickness) is

expected by reducing the GaAsSb thickness to �25 nm. At a

GaAsSb layer thickness of 10 nm, and a temperature of

�79 K, our models suggest a FOM of 1.23 � 10�19 can be

achieved corresponding to the energy of 1 photon at 1550 nm.

B. The effect of variation in InAlAs thickness

The effect of variation in the InAlAs layer thickness on the

device performance is explored in this. Figure 6(a) shows the

effect of variation in InAlAs layer thickness on the dark current.

Our modeling results predict that a device with 10 nm InAlAs

etch-stop layer thickness exhibits the dark current about 338 nA

at �3 V bias voltage. Figure 6(b) shows the optical gain at dif-

ferent optical power levels. One of the major shortcomings of

the existing electron-injection detector structures is that their

gain drops to half of its peak value at the photo generated cur-

rent density of 10�4 A cm�2.14,15 This prevents their utilization

in experiments that require the detection of few photons, when

the electrical noise from the amplifier dominates.18 Our models

suggest that reducing the InAlAs layer thickness could address

this major challenge in the detector operation at a low power

regime. For the device with 10 nm InAlAs thickness, the optical

gain as high as 1000 can be achieved at low optical power lev-

els (�100 pW). Figure 6(c) shows the rise time versus InAlAs

thickness at different optical power levels. Reduction of the

InAlAs thickness, decreases the rise time due to an increase in

the electric field in the InAlAs region. Variation in the figure of

merit is shown in Figure 6(d) for different InAlAs thickness.

The simulation results predict that the electron-injection detec-

tor with 10 nm etch-stop thickness has a FOM about 1.2

� 10�16 J. This is equivalent to sensing �1000 photons (at

1550 nm wavelength) at room temperature. Furthermore, at a

temperature of 75 K, our models suggest that a FOM of 1.32

� 10�19 can be achieved for a detector with 10 nm InAlAs

thickness corresponding to the energy of 1 photon at 1550 nm.

C. The Effect of variation in injector (InP) doping

Figure 7(a) shows the dark current versus injector dop-

ing concentration. As the injector doping is increased, the

dark current is also increased. The dark current increases

from 15 nA at ND¼ 1017 cm�3 (original structure) to 160 nA

FIG. 6. Modeling results showing detector (a) dark current (b) optical gain (c) rise time, and (d) figure of merit as a result of variations in InAlAs thicknesses.
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at ND� 1019cm�3. This is consistent with our simulation

model, which shows that as InP doping concentration is

increased, the injected electron concentration into the absorp-

tion region is increased, and EFn is increased. As the carrier

concentration in the injector reduces, the injector depletion

layer width increases. This leads to an increase in the dark

current, since at the same time, diffusion current is reduced

and generation current is increased. Figure 7(b) shows the

effect of variation in the injector impurity concentration on

the optical gain calculated for various optical power levels.

The optical gain increases from 40 at ND¼ 1017 cm�3 to 411

at ND� 1018 cm�3 at low optical power levels. Increasing

doping concentration beyond ND¼ 1018 cm�3 does not signifi-

cantly increase the gain. Degeneracy is typically caused by

heavy doping, with ND in excess of approximately 2.84

� 1016cm�3 in InP at room temperature.21 The effect of varia-

tions in injector doping concentration on the rise time is

depicted in Figure 7(c) for various optical power levels.

Figure 7(d) shows that the minimum FOM is obtained for an

InP concentration of �1018 cm�3. As shown in Figure 7(d),

the modeling results predict that an improvement of 10% in

our current device performance (with an InP doping concen-

tration of �1017cm�3) is expected by increasing InP doping

to �1018cm�3, where a minimum of FOM is obtained.

D. The effect of variations in GaAsSb doping

The effect of GaAsSb layer doping concentration is

examined in this section. The variation of dark current versus

GaAsSb doping concentration is shown in Figure 8(a). As the

carrier concentration in the trapping layer (GaAsSb) reduces,

the depletion layer widths xp1 and xp2 increase. This leads to

an increase in the dark current, since at the same time genera-

tion, current is increased. As the GaAsSb impurity concentra-

tion is increased, the dark current reduces dramatically from

1.0� 10�3A at NA¼ 1015 cm�3 to 7.66� 10�10A at

NA¼ 1020 cm�3 due to an increase in potential barrier at the

interface of InAlAs/GaAsSb layer. The barrier potential

increases by 3.107 eV by increasing NA from NA¼ 1015cm�3

to NA¼ 1020 cm�3. Our simulation model shows that electron

concentration decreases for the same bias voltage. Figure 8(b)

is the optical gain for variations in GaAsSb doping concentra-

tions calculated at difference optical power levels. The varia-

tion of rise time versus GaAsSb doping concentration for

various optical power is depicted in Figure 8(c). As the

GaAsSb doping concentration is increased, the rise time

increases, possibly due to increase of junction capacitance

(Cpn and Cpin) and reduction of the dark current. Finally, the

figure of merit evaluated for various GaAsSb doping concen-

trations is shown in Figure 8(d). The minimum is obtained at

a GaAsSb doping of 1019 cm�3. Degeneracy is typically

caused by heavy doping, with NA in excess of approximately

1.14� 1020 cm�3 in GaAsSb at room temperature.21

IV. CONCLUSION

Optimal design of optoelectronic devices requires physically

based device models that describe the device characteristics

FIG. 7. Modeling results showing detector (a) dark current (b) optical gain (c) rise time, and (d) figure of merit as a result of variations in InP doping

concentration.
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accurately. Here we provide analytical models for the

electron-injection detector, which are also useful for other

heterojunction phototransistors. Models for dark current, rise

time, and the optical gain are derived, which allow an easy

evaluation of the role of different parameters on key perfor-

mance characteristics of the device. Our models show that

our original device layer structure is very close to the opti-

mum design, and the above optimizations can improve

device performance by a further 20%. These results can be a

huge improvement for other design structures and provide

guidelines for optimization of similar detectors such as

phototransistors. Device analysis reveals that increasing the

injector doping, decreasing GaAsSb thickness, and reducing

InAlAs thickness can all address the major limitation in the

electron-injection detector operation, that is, the drop in

the gain at low optical powers. For example, reducing the

InAlAs layer thickness to 10 nm may result in maintaining

the gain at about 1000 at very low-light-level conditions and

open up applications for utilization of this device in single

photon measurements. According to the simulation and

modeling results, the optimized electron-injection detector

has a minimum sensitivity of �10�16 J at room temperature.
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