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This paper describes comprehensive analytical and simulation models for the design and

optimization of the electron-injection based detectors. The electron-injection detectors evaluated

here operate in the short-wave infrared range and utilize a type-II band alignment in InP/GaAsSb/

InGaAs material system. The unique geometry of detectors along with an inherent negative-

feedback mechanism in the device allows for achieving high internal avalanche-free amplifications

without any excess noise. Physics-based closed-form analytical models are derived for the detector

rise time and dark current. Our optical gain model takes into account the drop in the optical gain at

high optical power levels. Furthermore, numerical simulation studies of the electrical characteris-

tics of the device show good agreement with our analytical models as well experimental data.

Performance comparison between devices with different injector sizes shows that enhancement

in the gain and speed is anticipated by reducing the injector size. Sensitivity analysis for the key

detector parameters shows the relative importance of each parameter. The results of this study

may provide useful information and guidelines for development of future electron-injection based

detectors as well as other heterojunction photodetectors. VC 2016 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4944602]

Ultra-sensitive photon detectors in the short-wave infra-

red (SWIR) band have far-reaching consequences for a vari-

ety of diverse applications. This includes, but is not limited

to quantum imaging, secure communication, medical imag-

ing, homeland security, and non-destructive material evalua-

tion.1–3 To satisfy this growing need, significant amount of

research has been devoted to the development of very sensi-

tive SWIR detectors with ultra-low noise levels and high sig-

nal-to-noise ratios (SNRs). State-of-the-art semiconductor

SWIR detectors include p-i-n detectors and avalanche photo-

detectors (APDs).

InGaAs p-i-n detectors have extremely low leakage cur-

rent levels and short response times. Unfortunately, the lack

of internal amplification in such detectors results in the over-

all system signal-to-noise ratio to be mostly limited by the

preamplifier noise.4 Avalanche photodetectors, on the other

hand, are built based on an internal multiplication scheme,

which is coupled to the detection mechanism.5 InGaAs/InP

APDs provide stable gain values of close to 3 at �25 V at

room temperature.6 Unfortunately, due to the internal posi-

tive feedback in the avalanche multiplication process, the

gain tends to destabilize at higher values and increases am-

plitude uncertainty.7

Electron-injection based detectors address these shortcom-

ings and operate in the linear-mode and at low bias voltages.8

Figure 1(a) shows the schematic diagram of the detector.

These detectors simultaneously provide high avalanche-free

amplification, unity excess noise, and low leakage current.9–12

Experimental results show that devices with 10 lm injector

diameter and 30 lm absorber diameter provide a peak optical

gain of �1000, dark current of �15 nA, and a fast rise time of

�10 ns at �20 lW of optical power at a bias voltage of

��3 V and at room temperature.13

There are many design options possible for the electron-

injection based detectors, both geometrically and in terms of

different semiconductor layers composition and doping lev-

els. Therefore, robust analytical models are very valuable as

they present the relation of these parameters to important

performance metrics such as response time, optical gain, and

dark current. In this paper, we present our comprehensive an-

alytical models for the detector speed and dark current.

Furthermore, we have modified the optical gain model in

Ref. 20 to take into account the high-injection effects. We

have further modeled the detector numerically. The simula-

tion software package used for this work is a commercial de-

vice simulator (ATLAS from Silvaco International). Good

agreement between the published experimental data of a de-

tector with 10 lm injector diameter, the analytical modeling,

and the numerical simulations is observed. This agreement

ensures good confidence in the reported material parameters.

Also, the effect of scaling the injector diameter with respect

to the absorber has been investigated.

The equilibrium energy band diagram as a function of

depth along the central axis of the device is shown in Figure

1(b). Due to the doping gradients in the device, an internal

electric field exists in the large InGaAs absorber, which

becomes stronger when the device is appropriately biased.

Upon absorption of a photon, an electron-hole pair is gener-

ated in the absorber. The electron and the hole are immedi-

ately separated by the internal electric field in the device,a)Y. Movassaghi and V. Fathipour contributed equally to this work.
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and the hole then gets trapped in the GaAsSb trapping layer.9

This leads to a change in the barrier potential, causing the

injection of electrons towards the absorption layer, and

hence, an internal gain is obtained. The holes that are trapped

in the GaAsSb trapping layer will eventually recombine,

relaxing the bands.

The numerical simulation model is based on the core drift-

diffusion equations in three dimensions. The model involves

solution of the five coupled general semiconductor equations

using Newton-Raphson algorithm’s technique. Boundary con-

ditions were imposed by utilizing ohmic contacts. Furthermore,

along the outer (non-contact) edges of devices, homogeneous

(reflecting) Neumann boundary conditions were considered.

Fermi-Dirac statistics were taken into account. Semiconductor

was considered non-degenerate with uniform doping profiles.

The model incorporates several nonlinear effects such as

incomplete ionization of electrons and holes, surface recombi-

nation, concentration dependent mobility, band gap narrowing,

and hot electron effects. Recombination mechanisms were

approximated by concentration dependent Shockley-Read-Hall

(SRH), as well as the radiative (the optical band-to-band) and

Auger recombination models. Dense mesh is used where the

gradients of the carrier concentration and electric fields are

high. Material parameters employed in our numerical simula-

tion model are based on published experimental parame-

ters.14–17 Table I shows the parameter values used in the

numerical simulation.18 To obtain a good qualitative agreement

between the results obtained from numerical simulation and

those obtained from the experimental measurement, a band

gap smaller than what is typically reported for the InAlAs layer

was utilized.14 This can be attributed to the unwanted change

of alloying mole fraction of InAlAs by Sb ions in the chamber

during the deposition period of this layer. Furthermore, simu-

lation results predict that incorporation of radiative genera-

tion/recombination does not affect our results appreciably.

Radiative recombination rate in our structure is intrinsic to the

bulk material, while other recombination channels (namely,

surface and SRH recombination lifetimes) are heavily material

quality and processing dependent. At the current stage, with

the material properties and the device geometry we have,

SRH channel appears to be much faster, and thus, the effect of

radiative recombination is negligible. Improved device per-

formance is thus expected once improvement in material qual-

ity/fabrication process is obtained. The surface recombination

velocities for electrons (Sn) and holes (Sp) at the interfaces

were assumed as 104 cm/s and 102 cm/s, respectively, in our

numerical modeling.

As shown in Figure 1(b), in the electron-injection detec-

tor, the conduction band-edge discontinuity (DEC ¼ DEC1

þDEC2), the valence band-edge discontinuity (DEV ¼ DEV1

þDEV2), and the total built-in potential (Vd ¼ Vdn þ Vdi

þVdp) are related.18,19 Vdn, Vdp, and Vdi are the barriers

corresponding to band bending on the nþ, pþ, and on the

undoped InAlAs sides. The detector dark current has

two major components, diffusion (IDIFF) and generation-

recombination (IGR).

TABLE I. Parameters used in the numerical device simulation model.14

Parameter Symbol InP In0.53Ga0.47As In0.52Al0.48As GaAs0.52Sb048

Energy gap (eV) Eg 1.35 0.754 1.3107 0.787

Electron affinity (eV) v 4.35 4.58 4.25 4.35

Permittivity er/e0 12.4 13.5 12.3 14.3

Electron effective density of states (cm�3) NC 5.4� 1017 2.1� 1017 5.2� 1017 2.4� 1017

Hole effective density of state (cm�3) NV 1.3� 1019 8.9� 1018 1.2� 1019 7.5� 1018

Electron effective mass mn
*/m0 0.077 0.041 0.075 0.045

Hole effective mass mp
*/m0 0.5 0.47 0.47 0.456

Electron mobility (cm2/V s) ln 5700 18200 5100 5850

Hole mobility (cm2/V s) lp 210 370 190 80

Minority carrier life time (ns) sn or sp 1 10 0.01 1

Doping concentration (cm�3) NA or ND 1017 1� 1015 2� 1016 5� 1018

Layer thickness (nm) d 500 1000 50 50

FIG. 1. (a) Schematic diagram of the electron-injection detector (b). The

equilibrium energy band diagram of an isolated electron injection detector

along a cutline through the central axis of the device.
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The diffusion components of current density for elec-

trons and holes in the neutral regions can be expressed

as18,19

Isn ¼
qAn2

ip

NA

ffiffiffiffiffiffiffiffiffiffiffiffi
lnkBT

qsn

s SnLn

Dn
cosh

W2

Ln

� �
þ sinh

W2

Ln

� �
SnLn

Dn
sinh

W2

Ln

� �
þ cosh

W2

Ln

� �

� exp
�q Vd þ DECð Þ

kBT

� �
; (1)

Isp ¼
qAn2

in

ND

ffiffiffiffiffiffiffiffiffiffiffiffi
lpkBT

qsp

s SpLp

Dp
cosh

W1

Lp

� �
þ sinh

W1

Lp

� �
SpLp

Dp
sinh

W1

Lp

� �
þ cosh

W1

Lp

� �

� exp
�q Vd þ DEVð Þ

kBT

� �
; (2)

where nin, nip are the intrinsic carrier concentrations in the

nþ InP and pþ GaAsSb regions, and NA, ND are the acceptor

and donor concentrations, respectively, in the pþ GaAsSb

and nþ InP regions. A is the injector area, q is the electron

charge, kB is the Boltzmann constant, T is the temperature,

lp and ln are the hole and electron mobilities, respectively.

sp and sn are the hole and electron life times, and Lp and Ln

are the diffusion lengths of holes and electrons on nþ and pþ

sides, respectively. W is the quasi natural region width, W1 is

the width of undepleted InP injector layer, and W2 is the

width of undepleted GaAsSb trap layer. The total diffusion

current can be expressed as18

IDIFF ¼ Isn þ Ispð Þ exp
qV

kBT

� �
� 1

� �
: (3)

The generation-recombination component of current in the

depletion region can be expressed as18,19

IGR ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3 kBTð Þ3

q
rNf

�
ninxn

Vdn

ffiffiffiffiffiffiffiffi
1

m�nn

s
þ nipxp

Vdp

ffiffiffiffiffiffiffiffi
1

m�pp

s

þ nid

Vdi

ffiffiffiffiffiffiffiffi
1

m�n0

s �
exp

qV

2kBT

� �
; (4)

where xn and xp are the widths of depletion regions in InP

and GaAsSb and d is the InAlAs thickness. ni is the intrinsic

carrier concentration in InAlAs region. m�nn, m�n0, and m�pp are

the effective masses of electrons and holes in the InP and

InAlAs and GaAsSb regions, respectively. Details of the der-

ivation of the dark current model and the parameters used in

the analytical modeling are provided in Ref. 18.

Figure 2(a) shows the dark current (IDARK ¼ IDIFF þ IGR)

characteristic of an electron-injection based detector with

10 lm injector at different temperatures. The experimental

data is obtained from the data reported in Ref. 13. There is

qualitative agreement between dark current obtained from the

analytical model, simulation, and experimental measurement

at all temperatures. The dark current after amplification is

�15 nA at room temperature, decreasing to�500 fA at 160 K.

Figure 2(b) shows the effect of scaling the injector diameter

on the detector dark current. We assume that the bulk and sur-

face parameters will be the same for smaller injectors as the

10lm injector parameters. Both the analytical model and the

numerical simulation results suggest that a device with 1 lm

injector diameter exhibits dark current of �500 nA at �3 V.

Simulation results indicate that, as the injector diameter is

reduced, the hole concentration in InAlAs layer increases.

Increasing hole concentration causes the barrier potential to drop

more pronouncedly in the conduction band and as such, the dark

current increases with reduction in injector diameter (Fig. 2(c)).

For the optical gain (GoptðPÞ) of the detector, we have

utilized the analytical model introduced in Ref. 20.

However, we have taken into account the reduction in the

gain at high power levels by incorporating in the model

FIG. 2. (a) Dark current versus bias voltage characteristics of the electron-

injection detector with 10 lm injector and 30 lm absorber diameter at differ-

ent temperatures. Good agreement exists between analytical modeling, sim-

ulation, and experimental measurement data of Ref. 13. (b) The dark current

versus bias voltage characteristics for different injector diameters. A device

with 1 lm injector diameter exhibits dark current of �500 nA at �3 V. (c)

The energy band diagram of an isolated electron injection detector along a

cutline through the central axis of the device for different injector diameters

(Bias Voltage¼�3 V).
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high-level injection effect in the GaAsSb layer, through an

ideality factor that depends on the power (P) using gFðPÞ18

Gopt Pð Þ ¼ GMax e
qVBE Pð Þ
gF Pð ÞkBT � 1

h i
e

qVBE Pð Þ
gF Pð ÞkBT � 1

h i
þ GMax

JSE

JS

A
AB

e
qVBE Pð Þ
gEkBT � 1

h i : (5)

In (5), JSE/JS demonstrates the ratio of saturation current

density for recombination in the injector/trapping layer space

charge region to saturation current density injected to the

absorber, A/AB demonstrates the ratio of injector to absorber

area, and GMax is the maximum optical gain. To calculate the

responsivity of the detector, a continuous-wave monochro-

matic collimated source at 1550 nm wavelength was defined

in our numerical simulator. The beam was applied at normal

incidence angle to the device surface. Detector responsivity

was obtained from the simulated dark and photocurrent data.

Figure 3(a) shows qualitative agreement between the opti-

cal gain versus power characteristic, obtained through numerical

simulations and analytical modeling. For comparison purposes,

the reported experimental data in Ref. 20 for an electron-

injection detector with 10lm injector is also provided. The drop

of the optical gain at a low-light-level condition is due to the

dominant recombination mechanisms in the space charge region

of the injector/trapping layer heterojunction.20 Figure 3(b) shows

that the drop in the gain shifts to a lower power level for a

smaller injector device. This is the result of a reduced recombi-

nation current in the injector/trap depletion region of a scaled in-

jector device.20 Similar behavior has also been observed in

heterojunction-bipolar-phototransistors.21 This figure also dem-

onstrates that for a reduced injector size, a larger value of optical

gain would be obtained at lower light intensities.

Rise time, (srise), is defined as the time required for the de-

tector signal to increase from the 10% to 90% of its final value,

in response to a rectangular input light pulse. Rise time of the

electron-injection detector has been modeled using (6)18,22

srise ¼ 2:2 se þ GoptRTCpn þ
Goptsce

2

� �

þ 2:2þ ln
Idark þ 0:9iph

Idark þ 0:1iph

� �� �
kBT

q Idark þ iphð Þ
CT ; (6)

where Idark and iph are the internal dark and photocurrents,

RT is the total emitter resistance, se is the minority-electron

lifetime in the GaAsSb layer, sb is the GaAsSb transit time

se¼Gopt� sb, and sce is transient time in the absorber layer.

CT is the sum of the junction capacitance in the InP/InAlAs/

GaAsSb (Cpin) and the junction capacitance in the GaAsSb/

InGaAs (Cpn) layers, i.e., CT ¼CpinþCpn. In this model, Cpn

and CT are taken as fitting parameters. To obtain the rise

time of the detector, from the implemented structure in the

numerical simulator, a pulsed monochromatic collimated

source at 1550 nm wavelength was used. Fig. 4 depicts the

rise time versus optical power plot as obtained on the basis

of the model (shown by dashed lines) and that from the simu-

lation results (shown by solid lines). The parameters used in

the analytical modeling are discussed in detail in Ref. 18.

Upon increasing optical power, internal photocurrent (iph)

increases and as a result, rise time decreases. At optical power

of �10 lW, a rise time of �30 ns is achieved for a detector

with 10 lm diameter injector. Reducing the injector size

reduces the injector junction capacitance (Cpin) and as a result

CT is reduced. For a detector with 1 lm injector diameter at

optical power of �10 lW, rise time of �400 ps is predicted.

Finally, results of sensitivity analysis for this device are pre-

sented in Table II. This analysis is helpful for local optimization

of device parameters. For each variable, X, the sensitivity SX to

changes in parameter p is defined as (DX/Dp)(p/X), where DX

FIG. 3. (a) Optical gain versus optical power characteristic for an electron-

injection based detector with 10 lm injector and 30lm absorber diameter:

Good agreement exists between results obtained by our numerical simulation,

analytical modeling, and measurement.20 Reproduced with permission from

V. Fathipour, S. J. Jang, I. H. Nia, and H. Mohseni, “Impact of 3D Geometry

on Performance of Electron-injection Infrared Detectors,” Appl. Phys. Lett.

106, 021116 (2015). Copyright 2015 AIP Publishing LLC. (b) Scaling the in-

jector diameter with respect to the absorber diameter results in the drop in the

optical gain to be shifted to lower optical power levels. Furthermore, a smaller

injector device achieves a higher low-light-level-gain value.

FIG. 4. Numerical simulation and analytical modeling of rise time versus opti-

cal power for electron injection detectors with different injector diameters.
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represents small variation in variable X obtained as a result of var-

iation in the parameter p by Dp. For example, to improve the

gain, acceptor concentration in GaAsSb layer should be

decreased. This would, however, increase the dark current. A

decrease in the InAlAs layer thickness would also improve the

optical gain, while it would increase the dark current.

In summary, we developed comprehensive analytical

models for the detector response time, dark current, and gain.

These models provide insight into the relative importance of

the detector parameters and the interplay between them to

optimize the detector design and to explain various physical

mechanisms that shape detector characteristics. We have also

numerically modeled the detector with a commercial simula-

tion tool. The results from analytical models and numerical

simulation are compared with the published experimental

data. Good agreement between analytical modeling, simula-

tion, and measurement data is obtained, suggesting good con-

fidence in the reported material parameters. Furthermore,

enhancements in device performance such as gain and speed

are anticipated by reducing the injector diameter. The sensitiv-

ity analysis identifies important parameters for optimization of

device, as well as the direction that the parameter should be

changed (this analysis holds for local optimization rather than

a global optimization). For example, to improve the gain,

acceptor concentration in GaAsSb layer should be decreased.

This would, however, increase the dark current. A decrease in

the InAlAs layer thickness would also improve the optical

gain, while it would increase the dark current.
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